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★ Why are PDFs important for collider phenomenology and how do we 
extract them?

★ Status of current global fits and role of LHC.

★ Outlook for future: HL-LHC and LHeC.

★ Challenges of current high precision LHC era.

★ Other topics of interest: theory uncertainties and the photon PDF.
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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Figure 71: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

and gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited amount of
experimental constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 71 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 71, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
PDF uncertainty bands spans ⇠ 100%. Even for more moderate invariant masses the spread is quite large,
with the values of Lgg at MX ⇠ 2.5 TeV varying between ⇠ +10% and �30% in comparison to the central
MMHT14 result. It is thus clear that these uncertainties would represent one of the limiting factors for BSM
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• Ultimate reach of LHC limited by knowledge of PDFs.

• High mass searches - PDFs in high       
region (currently constraints poor)

Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

Why precision PDFs?
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Ultimate accuracy of LHC calculations limited by knowledge of proton structure

heavy SUSY particle production Higgs couplings

W mass determination

[HL-LHC forecast]
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W mass perspectives at the HL-LHC

05/09/2017 A.Savin, UW

15

Improvements in PDF uncertainties,
combination of ATLAS/CMS and LHCb

ATLAS Higgs Physics Prospects at the High Luminosity LHC Paul Glaysher

estimates. The expected precision at which the SM nature of the couplings can be probed with
3000 fb�1 is in the 2 - 15 % range depending on the decay channel.

Figure 1: Relative signal strength errors Dµ/µ in units of SM expectation, taken from Ref. [11],
for 300 and 3000 fb�1. The hashed areas indicate current theory uncertainty.

3. Higgs Self-Coupling

An exciting goal of the HL-LHC is observing di-Higgs boson production, which is sensitive
to the Higgs self-coupling. Measuring the self-coupling, l , will provide the strongest test of as-
sessing the SM nature of the Higgs boson. The expected NNLO cross section is 41 fb for

p
s = 14

TeV [12]. For this challenging measurement, the most promising signatures come from the final
states HH ! bb̄gg with only 320 expected events for 3000 fb�1 but an experimentally clean sig-
nature and HH ! WWgg with 30,000 expected events but subject to large backgrounds. Further,
the bb̄bb̄ and bb̄t+t� final states are also of interest [13]. Results for HH! bb̄gg are shown in
Figure 2a. A strong seperation of signal and background is achieved through angular and mass
cuts. In the case of the HH! bb̄gg channel alone, 8.4 signal and 47 background events are se-
lected, assuming a SM coupling lSM. As shown in Figure 2b, just HH! bb̄gg will not be sensitive
at the 5 s discovery level to lSM, but will be able to rule out large deviations from the SM, namely
�1.3 < l/lSM < 8.7. A combination of all available channels from both ATLAS and CMS exper-
iments is likely to be sensitive at the 5 s discovery level to SM Higgs self-coupling by the end of
the HL-LHC run.
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• Higgs couplings      need 
to model SM production 
precisely.

• Precision SM measurements - PDFs dominant uncertainty 
for e.g.      mass.W

!
MX [TeV]
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PDF Fits - Basic Idea
Initial state: Parton Distributions

6

Distribution of energy that quarks and gluons carry  inside proton quantified by Parton Distributions

x: Fraction of the proton’s momentum

Q: Energy of the quark/gluon collision
Inverse of the resolution length

PDFs determined by non-perturbative QCD dynamics 
Extract from experimental data within a global analysis

g(x,Q): Probability of finding a gluon inside 
a proton, carrying a fraction x of the proton 
momentum, when probed with energy Q

Juan Rojo                                                                                                               ICFA 2017 Seminar, Ottawa, 07/11/2017
Extract PDFs from lepton-proton collisions Use PDFs to predict proton-proton cross-sections Factorization ) qDIS(x,Q

2) ⌘ qDY (x,Q
2)

• Instead of trying to predict PDFs from first principles, fit to data we do 
understand/can rely on Standard Model predictions. Based on:

★ QCD factorization theorems.
★ Precise predictions for parton-level processes and reliability of pQCD.
★ Precise experimental control of uncertainties.
★ Understanding of all other sources of uncertainty (coupling, missing 

higher orders…).

 4



PDF Fits
• For LHC (and elsewhere) aim to constrain PDFs to high precision for all 
flavours (           …) over a wide    region. To achieve this: performs global 
PDF fits to wide range of data.

q, q, g x

• Various major global fitting collaboration (ABM, CT, MMHT, NNPDF), 
each taking different approach to this.

 5

• Also various specialised PDF sets: CJ (focus on high   ), HERAPDF (fit to 
HERA data alone), while ATLAS/CMS also performing fits to their data.

x
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distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3

0

0.2

0.4

0.6

0.8

1

1.2

0.0001 0.001 0.01 0.1 1

x

MMHT14 NNLO, Q2 = 10GeV2

xf(x,Q2)

g/10 uV

dV

du

s
c

Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2

0
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nX
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aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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PDF Fits: Work Flow

fi(x,Q0) :
<latexit sha1_base64="/WEb/hNxcGBm/sBR97pslYevdvU=">AAAB8nicbVDLSsNAFJ34rPVVdelmsAgVpKRWfK2Kbly2YB+QhjCZTtqhk5kwMxFL6Ge4caGIW7/GnX/jJA2i1gMXDufcy733+BGjStv2p7WwuLS8slpYK65vbG5tl3Z2O0rEEpM2FkzIno8UYZSTtqaakV4kCQp9Rrr++Cb1u/dEKir4nZ5ExA3RkNOAYqSN5AQerTwctzz76Morle2qnQHOk1pOyiBH0yt99AcCxyHhGjOklFOzI+0mSGqKGZkW+7EiEcJjNCSOoRyFRLlJdvIUHhplAAMhTXENM/XnRIJCpSahbzpDpEfqr5eK/3lOrIMLN6E8ijXheLYoiBnUAqb/wwGVBGs2MQRhSc2tEI+QRFiblIpZCJcpzr5fniedk2qtXq23TsuN6zyOAtgHB6ACauAcNMAtaII2wECAR/AMXixtPVmv1tusdcHKZ/bAL1jvX7V6kFw=</latexit>

We emphasise that the above discussion only corresponds to quite general expectations (as opposed to
direct QCD predictions), which do not for example account for the scale dependence of the PDFs. Thus
while the high and low x form of Eq. (71) is usually adopted, in modern fits the values of the powers
themselves are more generally left free where there is su�cient data to constrain them.

The I f (x) in Eq. (71) is the interpolating function, which determines the behaviour of the PDFs away
from the x ! 0 and 1 limits, where it tends to a constant value. This is assumed to be a smoothly varying
function of x, for which a variety of choices have been made in the literature. The simplest ansatz, which
has been very widely used, is to take a basic polynomial form in x (or

p
x), such as

I f (x) = 1 + c f
p

x + d f x + ... . (72)

Forms of this type are for example taken by the CJ and HERAPDF groups as well as in the MSTW08
analysis. A similar approach, but where the polynomial enters as the exponent of a power of x or a simple
exponential function, are taken by ABM and earlier CT sets, respectively.

Such a choice is appropriate for a relatively small number of parameters, say only two or three in
addition to a f and b f . However, as the precision and amount of the data included in the fit increases, it
becomes essential to allow for an increasingly flexible parameterisation. As discussed in [420], simply
adding more parameters to (72) can quickly run into the issue that large coe�cients appear, with large
cancellations between the terms. This leads to an unstable �2 minimisation and implausibly large variations
in x in certain regions. This issue may be solved by instead expanding the interpolating function in terms of
a basis of suitably chosen functions with the generic form

I f (x) =
nX

i=1

↵ f ,iPi(y(x)) , (73)

where y(x) is some simple function of x. Two possible choices for the functions Pi are Chebyshev and
Bernstein polynomials, which are used in the MMHT14 and CT14 sets, respectively. These are taken
because each order of the polynomials is strongly peaked at di↵erent values of y, and hence x, significantly
reducing the degree of correlation between the terms. In addition, as the order is increased these tend to
probe smaller scale variations in x, so that the smoothness requirement for I(x) naturally leads to smaller
coe�cients ↵ at higher i. Thus, while formally equivalent to the simple polynomial expansion in Eq. (72),
these are much more convenient for fitting as the number of free parameters n is increased.

An alternative approach is taken by the NNPDF group. Here, the interpolating function is modelled
with a multi–layer feed forward neural network (also known as a perceptron), see Sect. 5.3 for more details.
In practice, this allows for a greatly increased number of free parameters, with the latest default fit having 37
per PDF, that is around an order of magnitude higher than other sets. The form of Eq. (71) is still assumed,
but these are pre–processing factors that speed up the minimisation procedure and which do not in principle
have to be explicitly included. Nonetheless, the study of [419] has shown that the NNPDF fit does exhibit
high and low x behaviour that is consistent with Eq. (71), providing further support for such an assumption
in the choice of input PDF parametrization.

59

Figure 27: Comparison of the timings per data point between the original APPLgrid computation of hadronic cross-
sections, Eq. (68), with the same calculation based on the APFELgrid combination, Eq. (70), for a variety of LHC
datasets [62]. We find that the improvement in computational speed is between a factor 102 and a factor 103 depending
on the specific process.

4.1. PDF parametrization
We start by discussing di↵erent aspects related to the parameterization of the PDFs at the input scale

Q0, namely the choice of functional form, the theoretical constraints from the momentum and valence sum
rules and PDF positivity, and the various quark flavour assumptions used in PDF fits.

4.1.1. Choice of functional form
In order to extract the PDFs, a particular choice for their parameterisation in x at some input scale Q0

must be assumed, which can then be fit to the available data. As described in Sect. 2.4, given the PDFs at
some reference scale Q0, the DGLAP evolution equations can be used to determine the PDFs at any other
scale Q. Thus the PDFs are typically parameterised at a low scale Q2

0 ⇠ 1 � 2 GeV2, which can then be
evolved up to the scale relevant to e.g. LHC phenomenology. These parametrizations usually adopt the
generic form

x f (x,Q2
0) = A f xa f (1 � x)b f I f (x) . (71)

The (1 � x)b f term, with b f > 0, ensures that the PDFs vanish in the elastic x ! 1 limit, as we would
expect on basic physical grounds. Such a form is also expected from the quark counting rules [418] (see
also the discussion on [419]). There, in this elastic limit all the momentum is carried by the struck parton
and the remaining ns quark become spectators. An analysis of the scaling behaviour for elastic scattering
then predicts b f = 2ns � 1, that is b f = 3, 5 and 7 for the valence, sea and gluon PDFs, respectively.

The xa f form dominates at low x; in this region, the PDFs may be related to the high energy parton–
proton scattering amplitudes, which can be calculated using the tools of Regge theory. This scenario predicts
such a simple power–like form, with the precise value of the power a f being related to the leading Regge
trajectory that is exchanged; for non–singlet distributions (e.g. the valence quarks) this predicts a f ⇠ 0.5
and for singlet distributions (e.g. the gluon and the sea) this predicts a f ⇠ 0.
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in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do it in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default
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Global Fits: Datasets
Process Subprocess Partons x range

Fixed Target

`± {p, n}! `± + X �⇤q! q q, q̄, g x & 0.01
`± n/p! `± + X �⇤ d/u! d/u d/u x & 0.01
pp! µ+µ� + X uū, dd̄ ! �⇤ q̄ 0.015 . x . 0.35
pn/pp! µ+µ� + X (ud̄)/(uū)! �⇤ d̄/ū 0.015 . x . 0.35
⌫(⌫̄) N ! µ�(µ+) + X W⇤q! q0 q, q̄ 0.01 . x . 0.5
⌫N ! µ�µ+ + X W⇤s! c s 0.01 . x . 0.2
⌫̄N ! µ+µ� + X W⇤ s̄! c̄ s̄ 0.01 . x . 0.2

Collider DIS

e± p! e± + X �⇤q! q g, q, q̄ 0.0001 . x . 0.1
e+ p! ⌫̄ + X W+ {d, s}! {u, c} d, s x & 0.01
e±p! e± cc̄ + X �⇤c! c, �⇤g! cc̄ c, g 10�4 . x . 0.01
e±p! e± bb̄ + X �⇤b! b, �⇤g! bb̄ b, g 10�4 . x . 0.01
e±p! jet + X �⇤g! qq̄ g 0.01 . x . 0.1

Tevatron

pp̄! jet + X gg, qg, qq! 2 j g, q 0.01 . x . 0.5
pp̄! (W± ! `±⌫) + X ud ! W+, ūd̄ ! W� u, d, ū, d̄ x & 0.05
pp̄! (Z ! `+`�) + X uu, dd ! Z u, d x & 0.05
pp̄! tt̄ + X qq! tt q x & 0.1

LHC

pp! jet + X gg, qg, qq̄! 2 j g, q 0.001 . x . 0.5
pp! (W± ! `±⌫) + X ud̄ ! W+, dū! W� u, d, ū, d̄, g x & 10�3

pp! (Z ! `+`�) + X qq̄! Z q, q̄, g x & 10�3

pp! (Z ! `+`�) + X, p? gq(q̄)! Zq(q̄) g, q, q̄ x & 0.01
pp! (�⇤ ! `+`�) + X, Low mass qq̄! �⇤ q, q̄, g x & 10�4

pp! (�⇤ ! `+`�) + X, High mass qq̄! �⇤ q̄ x & 0.1
pp! W+c̄,W�c sg! W+c, s̄g! W�c̄ s, s̄ x ⇠ 0.01
pp! tt̄ + X gg! tt g x & 0.01
pp! D, B + X gg! cc̄, bb̄ g x & 10�6, 10�5

pp! J/ ,⌥ + pp �⇤(gg)! cc̄, bb̄ g x & 10�6, 10�5

pp! � + X gq(q̄)! �q(q̄) g x & 0.005

Table 1: Overview of the various hard–scattering processes which are used to constrain PDFs in a global analysis. In each case
we indicate the hadron–level process and the corresponding dominant parton–level process, as well as the partons which are
constrained by each specific process in a given range of x. This table is an extended version of Table 1 of [124]. The x ranges are
merely indicative and based on approximate leading–order kinematics.

For the NC DIS structure functions F2 and F3, as defined in (4), the quark parton model expressions are
given by

h
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h
0, 2eigi

A, 2gi
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A

i
(qi � q̄i) , (33)

while the longitudinal structure function vanishes in this model, FL = 0, and the superscripts on the LHS
indicate the gauge boson which is being interchanged, as well as the contribution from the �Z interference
term. ei is the electric charge of the quark of flavour i and the weak couplings are given by gi

V = ±
1
2 �

20
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Figure 5: Left plot: D meson production in CC neutrino-induced DIS. This is known as the ‘dimuon’ process, since
events are tagged when the D meson decays semi–leptonically, with the pair of oppositely–charged muons providing
a clean signature. Right plot: charm production in neutral current DIS at leading order proceeds via the photon–gluon
fusion process, highlighting its sensitivity to the gluon PDF.

This HERA legacy combination of DIS inclusive structure functions supersedes all previous inclusive
measurements from H1 and ZEUS, including the Run I combined dataset [129] as well as the separate mea-
surements by the two experiments from Run II [199–202]. The impact of replacing these individual datasets
by the final HERA combination of inclusive structure functions has been studied by di↵erent groups [203–
205], and is found to be quite moderate in general. We also note that previous measurements of the longitu-
dinal structure function FL by the H1 and ZEUS collaborations [200, 206, 207] are now superseded by the
final inclusive HERA combination.

Theoretical calculations and tools
The coe�cient functions of the DIS structure functions in the NC case are available up to O

⇣
↵3

s

⌘
in the

massless limit [208, 209], and up to O
⇣
↵2

s

⌘
taking into account heavy quark mass e↵ects [155, 156], though

there has been considerable recent progress towards the completion of theO
⇣
↵3

s

⌘
calculation of massive DIS

structure functions [210, 211], in particular of the terms that dominate in the Q2
� m2 limit. For charged

current structure functions, massless coe�cients are available up toO
⇣
↵3

s

⌘
and massive coe�cient functions

up to O
⇣
↵2

s

⌘
[157]. For heavy–quark initiated processes, massive coe�cient functions are available only up

to O (↵s) [212].
These coe�cient functions have been implemented in a number of private and public codes, which al-

low the e�cient calculation of DIS structure functions using state–of-the–art theoretical information, such
as QCDNUM [60], APFEL [58],3 and OpenQCDrad [214]. The lengthy exact expressions for the NNLO DIS
coe�cient functions are also available in the form of more compact interpolated expressions, which reduce
the computational burden of their evaluation and allows for e�cient evaluation of DIS cross sections. More-
over, DIS structure functions can be evaluated either in terms of the heavy quark pole mass or in terms of
the running MS mass, as discussed in [214]. This statement is valid both in the FFNS as well as in any
GM–VFNS, see for instance the discussion of the FONLL case in [175].

3The APFEL program is currently being rewritten into C++ [213].
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Global Fits: Kinematic Coverage

• Global fits achieve broad coverage from low to high    , and over many 
orders of magnitude in      .
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Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
BCDMS µd F2 [19] 140 / 142 143 / 151 143 / 151
NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e+p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78
HERA e+p NC 920 GeV[61] 479 /330 402 /330 373/ 330
HERA e�p NC 920 GeV [61] 158/ 145 129/ 145 125 /145
HERA e+p CC [61] 41 / 34 34 / 34 32 / 34
HERA e�p CC [61] 29 / 34 23 / 34 21 / 34
HERA ep F charm

2 [62] 105 /52 72 / 52 82 / 52
H1 99–00 e+p incl. jets [126] 77 / 24 14 / 24 —
ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W+,W�, Z [10] 94/30 38/30 39/30
CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e+e�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e+e� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �
2
/Npts. for the data sets included in the global fit. For the NuTeV

⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.
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Non-trivial 
check of QCD.

)

Fit Quality
• Fits to wide range of data from different colliders/experiments. Is a good/
reliable fit possible from this? Yes!
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2

Z
)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q
2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3
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• Current fits very much aiming for (and in some cases achieving) high 
precision ( ~ 1% level) PDF determination in some regions. Key ingredients:

Fits Today
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• Current fits very much aiming for high precision ( ~ 1% level) PDF 
determination. Key ingredients:

Fits Today

NNLO QCD calculations ‘standard’

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer
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Extremely precise LHC data

• LHC data now playing a key role in all fits.
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• Example from recent CT18 fit. Lagrange multiplier scans determining 
constraints on gluon at different     values:

 12

New CTEQ Global Analysis: CT18(Z) PDFs C.-P. Yuan

in CT10 to be consistent with the exact SU(3) symmetry of PDF flavors, (s+ s̄)/
�
ū+ d̄

�
! 1 at

x ! 0, albeit with a large uncertainty. The SU(3)-symmetric asymptotic solution at x ! 0 was
not enforced in CT14, nor CT14HERA2, so that this ratio at Q = 2 GeV is about 0.6 at x = 10�6.
In CT18, we have taken a different s-PDF non-perturbative parametrization form and assumed the
exact SU(3) symmetry of PDF flavors so that this ratio asymptotically approaches to 1 as x ! 0.
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Figure 4: The Lagrange Multiplier scan of gluon PDF at Q = 125 GeV and x = 0.01 and 0.3, respectively,
for the CT18 NNLO fits.

Figure 5: The Lagrange Multiplier scan of Rs at Q = 1.5 GeV and x = 0.023 for CT18, and CT18Z fits.

One technique that we use to study the parton PDFs is to compute Lagrange Multiplier scans
with respect to some feature of f (x,Q). Two examples are shown here. First example is to study
the constraints on gluon-PDF at Q = 125 GeV and x = 0.01 and 0.3, from various experimental
data, cf. Fig. 4. The second example is for the constraints on the Rs ⌘ (s+ s̄)/(ū+ d̄) ratio at
Q = 1.5 GeV, x = 0.023 and x = 0.1, cf. Fig. 5.

Finally, we compare various PDF luminosities at the 13 TeV LHC, as shown in Fig. 6.
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• Plenty of LHC data 
driving fits!

T-J Hou et al., arXiv:1908.11238
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Example 1 - The Gluon

  

High-mass di-jets and di-leptons at the LHC

● High-mass final states are primarily a probe of new particles

• Gluon at high    is both important for 
BSM searches and quite poorly 
constrained from DIS.

• LHC data such plays crucial role in 
constraining this.

• Generically achieved by looking for gluon-initiated processes at high 
system transverse momentum/invariant mass/rapidity.
• Three textbook candidates at LHC:

•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction

g

q jet

Zg

g

t

tb

g

g

Jet

q

IMPACT OF THE LHC DATA - GLUON PDF

7

INCLUSIVE JETS TOP PAIR Z PT

NNPDF collaboration, arXiv:1706.00428

Example 1 - The Gluon

M. Ubiali, Higgs Coupling 2019

• Impact of most recent LHC data (red     blue) significant, with percent level 
uncertainties across wide range of     .x
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•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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• Vector boson (          ) production proceeds via 
range of channels.

PDF sensitivity
The lowest–order contributions to W and Z/�⇤ production proceed via the following partonic subpro-

cesses:

ud, cs (us, cd)! W+ , (38)
du, sc (su, dc)! W� , (39)

qq! Z/�⇤ , (40)

where we show the Cabibbo suppressed contributions in brackets and where q corresponds to all active quark
flavours. These processes can therefore tell us about the flavour decomposition of the proton, given that
each flavour subprocess carries a di↵erent weight in the total cross section. To examine the dominant PDF
sensitivity we can approximate the CKM matrix as diagonal, and thus ignore the bracketed contributions.
In this case it is informative to consider the ratio of W+ to W� production, di↵erential in the rapidity yW of
the produced boson [107],

R± =
d�(W+)/dyW

d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) + 1$ 2
d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (41)

and the corresponding W asymmetry

AW =
d�(W+)/dyW � d�(W�)/dyW

d�(W+)/dyW + d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) � d(x1)u(x2) � s(x1)c(x2) + 1$ 2
u(x1)d(x2) + c(x1)s(x2) + d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (42)

We will for simplicity consider the W rapidity, rather than the experimentally observable rapidity of the
charged lepton from the W decay, in what follows. These variables are clearly correlated; we will comment
further on this at the end.

Thus these ratios are in general sensitive to a fairly non–trivial combination of quark and anti–quark
PDFs evaluated at the following values of x:

x1 =
MW
p

s
e+yW , x2 =

MW
p

s
e�yW . (43)

While these expressions completely define the PDF sensitivity of these observables at LO, it is informative to
consider various kinematic limits, where these expressions simplify and more straightforward approximate
dependences become apparent. Including only the (dominant) u and d contributions, we can in particular
consider the cases of central and forward W production

Central : yW ⇠ 0 x1 ⇠ x2 = x0, u(x1,2) ⇠ d(x1,2) , (44)

Forward : yW & 2, x1 � x2, q(x1) ⇠ qV (x1), u(x2) ⇠ d(x2) , (45)

where x0 = MW/
p

s and q = u, d. At the LHC we have x0 = 0.005 � 0.01, while in the forward region
x2 ⌧ 1, and therefore the d ⇠ u approximation is a very good one. For the case of negative W rapidity we
can of course simply interchange x1 $ x2.

In the central region, applying the simplification of Eq. (44) and dropping the c, s contributions we find

R± ⇠
u(x0)
d(x0)

, (46)

AW ⇠
uV (x0) � dV (x0)

u(x0) + d(x0)
. (47)

30

W, Z

s, s
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Example 2 - Proton Strangeness

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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*

I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer

17

• Least constrained involves initial state         (no valence   )        sensitive to 
proton strangeness.

• Only in principle: small contribution, requires precise data to pin down.

s !

• Now available - highest ever 
precision measurement of       
production by ATLAS.

• Data uncertainties at the sub-% 
level. Statistical errors negligible      
completely dominated by 
systematics.

W,Z
<latexit sha1_base64="aHR8L6xI3GnKbyeGyhNPRFEn61Y=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgQcJuFPQkAS8eI5oHJkuYnXSSIbOzy8ysEJZ8ghcPinj1i7z5N06SPWhiQUNR1U13VxALro3rfju5ldW19Y38ZmFre2d3r7h/0NBRohjWWSQi1QqoRsEl1g03AluxQhoGApvB6GbqN59QaR7JBzOO0Q/pQPI+Z9RY6b559tgtltyyOwNZJl5GSpCh1i1+dXoRS0KUhgmqddtzY+OnVBnOBE4KnURjTNmIDrBtqaQhaj+dnTohJ1bpkX6kbElDZurviZSGWo/DwHaG1Az1ojcV//Paielf+SmXcWJQsvmifiKIicj0b9LjCpkRY0soU9zeStiQKsqMTadgQ/AWX14mjUrZOy9X7i5K1essjjwcwTGcggeXUIVbqEEdGAzgGV7hzRHOi/PufMxbc042cwh/4Hz+AMoajXU=</latexit>

ATLAS collab., Eur. Phys. J C77 (2017) 367



s + s̄ illustration without full NNLO, i.e. as in MMHT2014.

s + s̄ illustration with full NNLO and updated VFNS.

Torino – April 2019 8

Example 2 - Proton Strangeness
• Impact of ATLAS data significant. Most 

notably: prefers larger strangeness than global 
fits, where previous constraints from neutrino-
induced DIS (              ).⌫s ! lc

• However global fits can safely accommodate both (rather distinct) 
datasets. Key ingredient: new NNLO calculation of DIS process.

J. Gao, JHEP 
1802 (2018) 026
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Figure 4: Diagrams for dimuon production in ⌫µN scattering. Only diagram (a) was considered in
[1], but here we include (b), although it gives a very small contribution.

quark is produced away from the interaction point of the quark with the W boson, i.e. the

contributions where g ! cc̄ then (c̄)c +W
±
! (s̄)s, as sketched in Fig. 4(b). Previously we

had included only Fig. 4(a) and had (incorrectly) assumed that the absence of Fig. 4(b) was

accounted for by the acceptance corrections. We now include this type of contribution, but it

is usually of the order 5% or less of the total dimuon cross section. The correction to each of

the structure functions, F2, FL and F3, is proportionally larger than this, but if we look at the

total dimuon cross section then it is proportional to s+ (1� y)2c̄ (or s̄+ (1� y)2c), where y is

the inelasticity y = Q
2
/(xs) and c(c̄) is the charm distribution coming from the gluon splitting.

However, c(c̄) only becomes significant compared to s(s̄) at higher Q2 and low x, exactly where

y is large and the charm contribution in the total cross section is suppressed. As such, this

correction has a very small e↵ect on the strange quark distributions that are obtained, being

of the same order as the change in nuclear corrections and much smaller than the changes due

to the di↵erent treatment of the branching ratio Bµ.

2.7 Fit to NMC structure function data

In the MSTW2008 fit we used the NMC structure function data with the F2(x,Q2) values cor-

rected for R = FL/(F2�FL) measured by the experiment, as originally recommended. However,

it was pointed out in [46] that RNMC, the value of R extracted from data by the NMC collab-

oration [20], was used more widely than was really applicable. For example without changing

the value over a range of Q2, and that it was also often rather di↵erent from the prediction for

R obtained using the PDFs and perturbative QCD. In Section 5 of [47] we agreed with this, and

showed the e↵ect of using instead R1990, a Q
2-dependent empirical parameterisation of SLAC

data dating from 1990 [24] which agrees fairly well with the QCD predictions in the range

where data are used. It was shown that the e↵ect of this change on our extracted PDFs and

value of ↵S(M2

Z
) was very small (in contradiction to the claims in [46] but broadly in agreement

with [48]), since the change in F2(x,Q2) was only at most about the size of the uncertainty of

16
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R. Thorne, DIS19
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Status in 2015
• Typical to combine three major global fits into ‘PDF4LHC’ combination.

• Consider e.g. gluon PDF at scale relevant to Higgs production.

• Result in 2015 (already with some LHC data):

• How does this look 4 years (and much LHC data) later?
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Status in 2019
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• Considering most recent fits. see 
clear reduction in individual 
errors.

• However picture not as 
encouraging when looking 
closer…
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Status in 2019
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• Spread between groups has 
increased! Not always 
straightforward picture of ever 
decreasing PDF errors.

• To understand this: detailed 
benchmarking + combination 
exercise in early stages.

• Note preliminary: updated 
‘MMHT19’ release coming soon.

• Similar situation for other 
partons (backup).
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Looking to the Future
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HL-LHC & LIU 
Projects firmly established and key parts of CERN’s mid-term planning 
with recent successful cost and schedule review 

14-4-2015 Ray Veness / CERN 

We are hereHiggs

LHC: The Future

• At very early stage in LHC: so far only a few percent of the final projected 
data sample to be collected during High Luminosity (HL)-LHC running.

 21

• In addition exciting upgrade possibility of Large Hadron Electron Collider 
(LHeC): colliding lepton beam with LHC protons. Providing unprecedented 
high precision DIS data on proton structure.
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HL-LHC 
(LHeC?)



Ultimate PDFs - Motivation
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?

• Collaborative effort to produce ‘Ultimate’ PDF set.

• Both HL-LHC and LHeC (if approved) will provide a vast range of data 
with a direct impact on the PDFs.

•  Question: what exactly can we expect that impact to be?

 22

• This ultimate expected precision from PDF fits sets the ultimate bar for any 
lattice determinations.

R. Abdul Khalek, S. Bailey, J. Gao, LHL, J. 
Rojo. Eur.Phys.J. C78 (2018) no.11, 962 & 
SciPost Phys. 7, 051 (2019)



Basic Idea

Produce theory predictions for relevant processes, in kinematic 
region probed by HL-LHC and LHeC

Produce pseudodata - binned predictions, provided with 
corresponding statistical + systematic errors

Perform PDF fit to this pseudodata

 23

Evaluate impact on PDF uncertainties



• Sub percent level uncertainty in e.g. gluon in some    regions. Impressive 
constraints out to rather high    in general. 

• LHeC placing very clean constraints across    range.

x
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Figure 4.4: Same as Fig. 4.1, now comparing the impact of the LHeC pseudo–data with that of the
HL–LHC projections and to their combination.

would provide a particularly precious asset to disentangle possible beyond the Standard Model
(BSM) e↵ects.

In summary, the LHeC and HL–LHC datasets both place significant constraints on the
PDFs, with some di↵erences depending on the kinematic region or the specific flavour com-
bination being considered. Most importantly, we find that these are rather complementary:
while the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the HL–
LHC places the dominant constraint on the gluon and strangeness, while the LHeC dominates
for the up and down quarks. Moreover, when both the LHeC and HL–LHC pseudo–data are
simultaneously included in the fit, all PDF flavours can be constrained across a wide range
of x, providing a strong motivation to exploit the input for PDF fits from both experiments,
and therefore for realising the LHeC itself.

Finally, a few important caveats concerning this exercise should be mentioned. First, the
processes included for both the LHeC and HL–LHC, while broad in scope, are by no means
exhaustive. Most importantly, as mentioned in Sect. 2, for the LHeC no jet production data
are included, which would certainly improve the constraint on the high-x gluon. In addition,
the inclusion of charm production in e

+
p CC scattering would further constrain the strange

quark. In the case of the HL–LHC, only those processes which provide an impact at high-x
were included, and hence the lack of constraint at low-x that is observed occurs essentially
by construction. In particular, there are a number of processes that will become available

14

1%
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Challenges
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• Have so far covered the good news: the ongoing impact of LHC data on 
PDF errors (      1% level) with encouraging outlook for future.

• However not the whole picture: as collider data becomes increasingly precise 
cracks starting to appear in data/theory comparison.

•  In fact seen to occur in all three of the ‘textbook’ LHC processes for probing 
PDFs at high     :

Challenges

•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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NNPDF collaboration, arXiv:1706.00428

!
<latexit sha1_base64="9ZB6zS8xX6GW2xDvJDTUQsPBAkw=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKWyM+LgFvXiMaB6QLGF2MpsMmZ1ZZmaFsOQTvHhQxKtf5M2/cXaziBoLGoqqbrq7/IgzbVz30yksLa+srhXXSxubW9s75d29tpaxIrRFJJeq62NNORO0ZZjhtBspikOf044/uU79zgNVmklxb6YR9UI8EixgBBsr3fWNHJQrbtXNgBZJLScVyNEclD/6Q0nikApDONa6V3Mj4yVYGUY4nZX6saYRJhM8oj1LBQ6p9pLs1Bk6ssoQBVLZEgZl6s+JBIdaT0PfdobYjPVfLxX/83qxCS68hIkoNlSQ+aIg5shIlP6NhkxRYvjUEkwUs7ciMsYKE2PTKWUhXKY4+355kbRPqrV6tX57Wmlc5XEU4QAO4RhqcA4NuIEmtIDACB7hGV4c7jw5r87bvLXg5DP78AvO+xd3sY4O</latexit>

• In more detail…

x
<latexit sha1_base64="WBQ6po/p5LK1PKuvRDf0H0/wKrM=">AAAB6HicbVDLSsNAFL2pr1pfVZduBovgqiRWfOyKbly2YB/QhjKZTtqxk0mYmYgl9AvcuFDErZ/kzr9xkgZR64ELh3Pu5d57vIgzpW370yosLa+srhXXSxubW9s75d29tgpjSWiLhDyUXQ8rypmgLc00p91IUhx4nHa8yXXqd+6pVCwUt3oaUTfAI8F8RrA2UvNhUK7YVTsDWiROTiqQozEof/SHIYkDKjThWKmeY0faTbDUjHA6K/VjRSNMJnhEe4YKHFDlJtmhM3RklCHyQ2lKaJSpPycSHCg1DTzTGWA9Vn+9VPzP68Xav3ATJqJYU0Hmi/yYIx2i9Gs0ZJISzaeGYCKZuRWRMZaYaJNNKQvhMsXZ98uLpH1SdWrVWvO0Ur/K4yjCARzCMThwDnW4gQa0gACFR3iGF+vOerJerbd5a8HKZ/bhF6z3L/8BjTM=</latexit>

 26



Top Quark Production

 / 
G

eV
tt

 / 
d 

m
tt

σ
 d

 
⋅ tt

σ
1/

-510

-410

-310

-210

-110 Data
t=mdampPWG+PY6 h
t=mdampPWG+PY8 h

MC@NLO+HW AUET2
MadGraph+PY6 P2011C
PWG+HW6 AUET2
Stat. unc.
Stat.+Syst. unc.

ATLAS Full phase-space
-1 = 8 TeV, 20.3 fbs

 [GeV]ttm
400 600 800 1000 1200 1400 1600

Da
ta

Pr
ed

ict
io

n

0.8
1

1.2
1.4

(a)

 / 
G

eV
tt T

 / 
d 

p
tt

σ
 d

 
⋅ tt

σ
1/

-310

-210

-110

1
Data

t=mdampPWG+PY6 h
t=mdampPWG+PY8 h

MC@NLO+HW AUET2
MadGraph+PY6 P2011C
PWG+HW6 AUET2
Stat. unc.
Stat.+Syst. unc.

ATLAS Full phase-space
-1 = 8 TeV, 20.3 fbs

 [GeV]tt
T

p
0 50 100 150 200 250 300

Da
ta

Pr
ed

ict
io

n
0.8

1
1.2

(b)

|tt
| /

 U
ni

t |
y

tt
 / 

d 
|y

tt
σ

 d
 

⋅ tt
σ

1/

0.2

0.4

0.6

0.8

1

1.2
Data

t=mdampPWG+PY6 h
t=mdampPWG+PY8 h

MC@NLO+HW AUET2
MadGraph+PY6 P2011C
PWG+HW6 AUET2
Stat. unc.
Stat.+Syst. unc.

ATLAS Full phase-space
-1 = 8 TeV, 20.3 fbs

|tt|y
0 0.5 1 1.5 2 2.5

Da
ta

Pr
ed

ict
io

n

0.8
1

1.2
1.4

(c)

Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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FIG. 5: As in Fig. 3 but for the top pair rapidity.

of the mtt̄ distribution. The stability of this distribution
with respect to higher-order corrections makes it, among
others, an ideal place to search for BSM physics. It will
be very interesting to check if this property is maintained
with dynamic scales and if it extends to higher mtt̄.

The K factors in Figs. 3 and 4 show a peculiar rise at
low pT,t and mtt̄, respectively, which is due to soft gluon
and Coulomb threshold effects. We do not investigate
them in detail in the present work; related past studies
include Refs. [57–66].

A feature of our calculation that needs to be addressed
more extensively is the fact that we use fixed scales. Run-
ning scales are usually thought to be more appropriate
for such a differential calculation. However, in this first
work on the subject, we opt for the simplicity of fixed
scales in order to perform checks with existing NNLO
calculations. We intend to extend our result to dynami-
cal scales, which typically involve the top transverse mass
√

p2T +m2
t and thus start to deviate from fixed scales at

large pT , in future publications. The result presented
here, however, should not be affected substantially by
such a change due to the limited kinematical range con-
sidered (for instance pT,t < 400GeV).

CONCLUSIONS

In this Letter, we present for the first time NNLO ac-
curate differential distributions for top-quark pair pro-
duction at the LHC at 8 TeV. It is easy to conclude
from the shown K factors that our calculation is of very
high quality (i.e. MC errors are small). Our result is
exact in the sense that it fully includes all partonic chan-
nels contributing to NNLO and, moreover, includes them
completely (in particular, we do not resort to the leading
color approximation).

Partial NNLO results have been computed by two
groups [67–69]. At the level of the total inclusive cross
section these results agree with our previous calculations
[6–9]. Although highly desirable, a comparison at the dif-
ferential level is not possible at present since in our cur-
rent calculation we do not separate subsets of partonic
reactions or implement the leading colour approximation.
Additionally, various NNLO approximations exist in the
literature [61–64, 70, 71]. A dedicated comparison with
these approximate results would be valuable.

The results derived in this Letter would allow one
to undertake a number of high-caliber phenomenological
LHC analyses. Some examples are: validation of differ-
ent implementations of higher-order effects in MC event
generators, extraction of NNLO PDFs from LHC data,
improved determination of the top-quark mass, and di-
rect measurement of the running of αS at high scales.
Moreover, SM predictions with improved precision will
enable a higher level of scrutiny of the SM with the help
of LHC data as well as novel searches for BSM physics,
possibly along the lines of Refs. [3, 72]. Finally, this result
will serve as the basis for future inclusion of top-quark
decay [73, 74].
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•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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NNPDF collaboration, arXiv:1706.00428• In principle ideal candidate for precision PDF determination: parton-level 
theory known to NNLO in QCD, while precise data provided multi-
differentially in various observables. 

• However when one tries to fit such data…
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Distribution Statistics Correlated Statistics Uncorrelated
pT 0.53 0.50
yt 3.12 3.16
ytt 3.51 3.51
Mtt 0.70 0.60

pT +Mtt 5.73 2.47
Combined 7.00 3.28

Table 1: �2/Ndata values for fits to di↵erent distributions within the ATLAS 8 TeV lepton + jet
data, as well as for the combined fit to all four distributions. The left (right) columns correspond
to the case that the statistical correlations are included (excluded).

Figure 1: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. Results for fits to
individual distributions as well as the combined pT +Mtt case are shown, while the result from
a combined fit to all four distributions is shown for comparison in all cases.

5

S. Bailey & LHL, arXiv:1909.10541

• …find terrible fit to full dataset! 
What is going on?

�2/Npts (N
tot
pts = 25)
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• Theory input: PDFs + parton-level 
theory:

•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q
2 = 104 GeV2, with associated 68%

confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

6

•  Data itself: rather far from this!
•  Procedure to ‘unfold’ data back to 

parton level distribution(s) is complex 
and introduces many new systematic 
error sources.

+
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Distribution NLO NNLO NNLO+EW
pT 0.65 0.36 0.53
yt 2.99 2.98 3.12
ytt 4.06 3.30 3.51
Mtt 1.33 0.57 0.70
All 7.88 6.61 7.00

Table 4: �2/Ndata values for fits to di↵erent distributions within the ATLAS 8 TeV lepton +
jet data, using NLO, NNLO and NNLO+EW theory for the top quark pair production cross
section.

(a) (b)

Figure 7: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF, for di↵erent levels
of precision in the theoretical prediction for the top quark pair production cross section, when
fitting the Mtt (left) and ytt (right) distributions.

Figure 8: Extracted gluon from a fit to the ATLAS 8 TeV lepton + jet data (all four distribu-
tions), from a fit including NNLO⇥EW in the cross section with (‘decorrelated’) and without
(‘standard’) decorrelation of the parton shower systematic error, and from a fit with pure NLO
in the cross section calculation, without decorrelation.

12

• Many such effects can be evaluated precisely in data-driven ways, but in 
some cases rely on further theory input.
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Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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• Correction from e.g. parton shower 
estimated by Monte Carlo simulation.

• Uncertainty on this: difference 
between results from two MCs.

• Increasingly such errors completely 
dominate!

• How to treat correlations in these 
error sources?

• Default correlation gives terrible     . 
loosening this improves fit a lot.

• Unfortunately has rather large effect 
on extracted gluon PDF.

• More work needed to understand this.

�2
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Other Examples: Jets and Z pt

• Fit to data improves dramatically - little sign of systematic offset.
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• Fit to data improves dramatically - little sign of systematic offset.
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14Figure 4: Data/theory fit as in Fig. 2, for 0.5 < |yj| < 1.0 and 1.0 < |yj| < 1.5, with and
without the labelled systematic errors decorrelated between jet rapidity bins.

data set [2], and excluding all Tevatron jet data. In the latter case the NNLO predictions are
not currently publicly available and so these are omitted for consistency. Unless otherwise
stated we take pjet? as the factorization/renormalization scale. The NLO (NNLO) results are
all made with a fixed value of ↵s of 0.120 (0.118), as taken in [3], although the results are
insensitive to this precise choice. We first consider the impact of fitting the ATLAS and CMS
jet data individually. We show the ‘ATLAS’ result with the default treatment of systematic
errors, with our model of partial error decorrelation (�pd), and with a full decorrelation of all
systematic errors across jet rapidity bins (�fd). While as discussed above this latter approach
is clearly overly conservative, we note that e.g. only fitting the first jet rapidity bin as in [5]
implicitly assumes such a decorrelation.

As in the NLO case above, the description and fit of the ATLAS data with the default error
treatment is poor, with �2/Npts ⇠ 2 or higher, but this improves to be of order unity when
taking our model of partial error decorrelation. If the systematic errors are fully decorrelated
between rapidity bins, some further improvement is achieved, giving a value that is somewhat
below unity. However, it is clear that the most dramatic change comes from the decorrelation
of the first two systematic errors. We also show the comparison for di↵erent choices of jet
radius, with R = 0.4(0.5) and R = 0.6(0.7) for the ATLAS(CMS) data, which in the following
we will label as ‘low’ and ‘high’, respectively. Interestingly, with the higher choice of R the
quality of the description of the ATLAS data is better, while the change when refitting is
significantly increased; for the partial error decorrelation the �2 decreases by ⇠ 30 points,
giving a final �2/Npts very close to unity. On the other hand, for the full error decorrelation,
little di↵erence is seen, which is perhaps unsurprising given the over–estimate in the freedom
of the data uncertainties. We also show the �2 for the prediction and fit to the CMS jet data.
Here the description is fair, and a �2/Npts ⇠ 1 is achieved for both radii after refitting, with
a reduction in the �2 by ⇠ 30 points. The fit quality is a little better for the lower choice of

9

LHL, R.S. Thorne, A.D. Martin, EPJC78 (2018) no.3, 248

• ATLAS Jet data: again systematics 
dominated, and fit quality highly 
sensitive to correlations.

• Decorrelation improves things, as does 
including theory uncertainty from scale 
variations (= missing orders in pQCD)

•  Z boson transverse momentum 
distribution: similar situation.

• Again can improve by adding in e.g. 
uncorrelated source of uncertainty 
(missing theory, underestimated 
experimental errors…) but 
motivation unclear.
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Chi2 (NLO) = 4.5  
Chi2 (NNLO) = 5.1  
Chi2 (NNLO+EW) = 3.3

• Z pT distributions - challenge due to 
correlation-dominated observable, an 
uncorrelated uncertainty included to 
achieve a good fit 

• Top 8 TeV ATLAS data: single 
distributions can be included and display 
consistency but for recent correlated 
differential distributions, must de-correlate 
uncertainties to have good fit (impact on 
the gluon) 

• Inclusive jet 7 TeV ATLAS data: 
impossible to include all rapidity bins 
simultaneously unless de-correlate some 
systematics 

• A more general approach such as 
regularisation of experimental covariance 
matrices based on stability was recently 
put forward   

R. Boughezal et al., JHEP 1707 (2017) 130
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General Approach? What Next?
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• Z pT distributions - challenge due to 
correlation-dominated observable, an 
uncorrelated uncertainty included to 
achieve a good fit 

• Top 8 TeV ATLAS data: single 
distributions can be included and display 
consistency but for recent correlated 
differential distributions, must de-correlate 
uncertainties to have good fit (impact on 
the gluon) 

• Inclusive jet 7 TeV ATLAS data: 
impossible to include all rapidity bins 
simultaneously unless de-correlate some 
systematics 

• A more general approach such as 
regularisation of experimental covariance 
matrices based on stability was recently 
put forward   

Correlation matrix for precise ATLAS WZ production dataset
• One possible route: define a general 

procedure for dealing with case 
where fit quality bad simply because 
correlations difficult to estimate*.

• Recent approach attempts this by 
defining a modified ‘stable’ 
covariance matrix:

*N.B. It is not an established fact that this is the cause of the issues I have discussed!

Intro Defining stability Generic analysis fitting with ⌃̃ Conclusions backup slides

We can perform a regularization* on the covariance matrix,

⌃ ! ⌃̃

Figure: Ratio of regularized covariance to original covariance ⌃̃ij/⌃ij . The

maximum ratio of standard deviation is 1.02. The average ratio of

standard deviations is 1.015.

*to be defined later
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standard deviations is 1.015.

*to be defined later
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• One possibility, though need to be 
careful one keeps correlations where 
they are well established (luminosity 
(!) etc…).

•  Basic conclusion/worry: these sort of issues might limit eventual 
precision we can achieve in LHC PDF fits. But no final word on this yet: 
work on this very much ongoing!
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• Z pT distributions - challenge due to 
correlation-dominated observable, an 
uncorrelated uncertainty included to 
achieve a good fit 

• Top 8 TeV ATLAS data: single 
distributions can be included and display 
consistency but for recent correlated 
differential distributions, must de-correlate 
uncertainties to have good fit (impact on 
the gluon) 

• Inclusive jet 7 TeV ATLAS data: 
impossible to include all rapidity bins 
simultaneously unless de-correlate some 
systematics 

• A more general approach such as 
regularisation of experimental covariance 
matrices based on stability was recently 
put forward   

Correlation matrix for precise ATLAS WZ production dataset
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Other Topics of Interest
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Theory Uncertainties
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• PDF fit schematically given by inverting:

O ⇠ f ⌦ � ⇠ f ⌦
⇣
�
(0) + ↵S�

(1) + · · ·
⌘

Dataset

• Until recently only PDF errors corresponding to data errors in fit included.

• However in principle not only error source. Also that due to missing higher 
orders (the ‘…’) in theory, from truncation of pert. expansion.

�O(µF , µR, µ0) : µF,R 2
⇣
kµ0,

µ0

k

⌘
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INCLUSION OF THEORY UNCERTAINTIES

�2 =
NX

m,n=1

(dm � tm)(covexp + covth)
�1
mn(dn � tn)
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➡The idea: Construct a theory covariance matrix from scale-varied cross sections 
and combine it with the experimental covariance matrix   

22The NNPDF collaboration, arXiv:1906.10698

• Recent work on this: construct 
theory covariance matrix from 
scale variations (standard 
estimate of MHO uncertainty).

R. Abdul Khalek et al., arXiv:1906.10698
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PDFS WITH THEORY UNCERTAINTIES

23The NNPDF collaboration, arXiv:1906.10698

• Impact on PDF uncertainties at 
NLO not negligible (will be less at 
NNLO).

• However not the end of the story. 
Important open questions:

★ Are scale variations the best way to 
estimate MHOs?

★ Risk of double counting with 
MHO uncertainty already 
accounted for when making 
predictions via PDFs?

LHL and R. S. Thorne, EPJC79 (2019), no.1, 39

Basic Idea
• PDFs themselves not observable. Can recast fit process purely in 

terms of fit and predicted observables, with no reference to PDFs.

fi

Fit

Prediction

A

B

C

• Rule of thumb: vary scale                    . Can propagate through to 
PDFs, but will then include such a variation again in prediction.

• If we interpret ‘theory uncertainty’ as that inherent in expressing 
predicted quantity in terms of measured one then varying at both B 
and C not obviously the right procedure.

• Recasting in terms of                   via A makes this concrete.

µ 2
⇣µ0

2
, 2µ0

⌘

O1 $ O2
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2)⌦

⇣
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• Recent work on this: yes!

• Basic idea: consider PDF fit as direct relationship between                     .Ofit ! Opred
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• Work ongoing on resolving these questions.
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??

4

Why bother?
• In era of high precision phenomenology at the LHC: NNLO 
calculations rapidly becoming the ‘standard’. However:

• Thus at this level of accuracy, must consider a proper account of 
EW corrections. At LHC these can be relevant for a range of 
processes (                                                         ).

↵2
S(MZ) ⇠ 0.1182 ⇠ 1

70
↵QED(MZ) ⇠

1

130

! EW and NNLO QCD corrections can be comparable in size.

W , Z, WH, ZH, WW , tt, jets...

R

• For consistent treatment of these, must 
incorporate QED in initial state: photon-
initiated production.

X

• In high precision LHC era, photon-initiated 
contributions of relevance to phenomenology.

• Nice example of parton that does not exactly fit 
into the same PDF paradigm as quark/gluons.

↵QED(MZ) ⇠ ↵2
S(MZ)
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• First attempts at simple models/fitting freely 
replaced by ‘LUXqed’: photon PDF directly related 
to (precisely measured) proton structure functions.
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particular, they show that the photon can be written as
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where F2,L are the usual proton structure functions, and p�q(z) is the LO �q

splitting function. While precise, this form relies upon the approximation
that the quarks and gluons are independent of the photon, i.e. omitting the
impact of the � ! qq splitting on the quarks and gluons themselves. While
this approximation is generally a good one, with corrections being higher
order in ↵, it leads for example to some violation of the momentum sum
rule due to the asymmetry in the treatment of the quark/gluons and the
photon. In [9] this is corrected for by absorbing all momentum violation into
the gluon PDF, but more generally a full treatment of the coupled DGLAP
evolution between the photons and QCD partons, with the input photon
PDF at a scale Q0 determined using the same physics input as LUXqed
may be preferable.

Comparison
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• As expected, close consistency between MMHTqed and LUXqed 
(similar inputs).

• Bottom line: we have moved beyond era of large photon PDF 
uncertainties. No room for dominant photon-initiated contributions at 
high    .x

Fig. 8. Photon–photon luminosity vs. the invariant mass, MX , of the produced
system at 13 TeV, for the NNPDF3.0QED [31], LUXqed [9] and (preliminary)
MMHTQED sets.

Work towards including the photon PDF within the MMHT framework
is ongoing. In particular, we separate the Q

2 integral in (2) into a Q
2

<

LHL eta al., Phys. Rev. D94 (2016) no.7, 074008A. Manohar et al., JHEP 1712 (2017) 046
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• Very recent paper: not clear one needs to talk in terms of photon PDF to 
calculate photon-initiated production*, and more precise not to.

•  Instead calculate cross section directly in terms of proton structure functions.

example comparisons with resummed QCD calculations, these can be as large as 10%.
The outline of this paper is as follows. In Section 2 we summarise the key ingredients of

the structure function approach. In Section 3 we present a detailed comparison of this with
the standard approach, in terms of a photon PDF, for the simpler case of lepton–proton (and
photon–proton) scattering. In Section 4 we discuss the case of proton–proton collisions, and
present phenomenological predictions for lepton pair production at the LHC. In Section 5 we
conclude and discuss future work.

2 Structure Function Calculation

The basic observation we apply is that in the high–energy limit the photon–initiated cross section
in proton–proton collisions1 can be written in the general form

�pp =
1

2s

Z
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2
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�
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Here the outgoing hadronic systems have momenta p1,2 and the photons have momenta q1,2, with

q
2
1,2 = �Q

2
1,2. We consider the production of a system of 4–momentum k = q1 + q2 =

PN
j=1 kj

of N particles, where d� =
QN

j=1 d
3
kj/2Ej(2⇡)3 is the standard phase space volume. M

µ⌫

corresponds to the �� ! X(k) production amplitude, with arbitrary photon virtualities.
The above expression is the basis of the equivalent photon approximation [7], as well as being

precisely the formulation used in the structure function approach [19] applied to the calculation
of Higgs Boson production via VBF. In particular, ⇢ is the density matrix of the virtual photon,
which is given in terms of the well known proton structure functions:

⇢
↵�
i = 2

Z
dxB,i

x2B,i


�
 
g
↵� +

q
↵
i q

�
i

Q2
i

!
F1(xB,i, Q

2
i ) +

(2p↵i � q↵i
xB,i

)(2p�i � q�i
xB,i

)

Q2
i

xB,i

2
F2(xB,i, Q

2
i )

�
,

(2)
where xB,i = Q

2
i /(Q

2
i + M

2
i � m

2
p) for a hadronic system of mass Mi and we note that the

definition of the photon momentum qi as outgoing from the hadronic vertex is opposite to the
usual DIS convention. This corresponds to the general Lorentz–covariant expression that can be
written down for the photon–hadron vertex, and indeed because of precisely this point it is the
same object which appears in the cross section for (photon–initiated) lepton–hadron scattering,
including in the DIS region. We have

d�lp
dQ2

=
↵(Q2)

4s2
⇢
↵�
i L↵�

Q2
, (3)

where L is the usual spin–averaged leptonic tensor. Indeed the photon density matrix is straight-
forwardly related to the standard hadronic tensor W↵� that enters the e.g. the DIS cross section
via

⇢
↵�
i = 2

Z
dxB,i

x2B,i

W
↵�
i = 2

Z
dM2

i

Q2
i

W
↵�
i . (4)

In this way one can as usual extract F1,2 from the measured cross sections for lepton–proton
scattering. For the case of VBF, the procedure is precisely the same, but one instead considers
the structure functions related to the weak current. In this way, our general expression (1),
combined with a suitable input for the proton structure functions, represents the complete

1We will for concreteness consider the case of two–photon initiated production, but the mixed case where only
one photon participates in the initial state can be written down in a similar way.
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Why bother?
• In era of high precision phenomenology at the LHC: NNLO 
calculations rapidly becoming the ‘standard’. However:

• Thus at this level of accuracy, must consider a proper account of 
EW corrections. At LHC these can be relevant for a range of 
processes (                                                         ).
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! EW and NNLO QCD corrections can be comparable in size.

W , Z, WH, ZH, WW , tt, jets...

R

• For consistent treatment of these, must 
incorporate QED in initial state: photon-
initiated production.

X

*For QED corrections to DGLAP - do need!

⇢2 ⇠ F2,L
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Figure 5: Ratio of the photon–initiated cross sections for lepton pair production production to
the NLO QCD Drell–Yan cross section at the 13 TeV LHC, as a function of the lepton pair
invariant mass, mll. The LO collinear predictions and the exact result, using (1) directly, are
shown. In the former case the uncertainty band due to factorization scale variation by a factor
of two around the central value µ = mll, is given. The leptons are required to lie in the |⌘l| < 2.5
region. No PDF uncertainties are shown.

Figure 6: Percentage contribution from photon–initiated production to the lepton pair p? dis-
tribution, within the ATLAS [27] o↵–peak event selection, at 8 TeV. The photon–initiated cross
section is calculated using (1) directly, while the QCD predictions in the left (right) plots cor-
respond to NNLO (NNLO+NNLL) QCD theory. No PDF uncertainties are shown.
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LHL, arXiv:1910.10178

• Conventional PDF picture not 
the only input for LHC pheno.

• Though note input (proton 
structure functions) still 
fundamentally from 
experiment.
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Summary/Outlook

★ LHC phenomenology and PDF determination has entered high 
precision era. Percent level (and below) uncertainties possible.

★ Encouraging results from LHC already, and a very encouraging 
outlook from future High-Luminosity running (LHeC?).

★ However already challenges in accounting for this level precision in 
PDF fits appearing. Will be focus of much future work, but in such a 
context input from lattice could be invaluable.

Thank you for listening!
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Intro Defining stability Generic analysis fitting with ⌃̃ Conclusions backup slides

obtain correlation matrix from covariance matrix cij =
⌃ijp
⌃ii⌃jj

perform eigenvalue decomposition on c giving ⇤ and U such

that c = Ut
⇤U.

obtain new eigenvalues ⇤̃ij = �ij min(⇤ij , �̂) where

�̂ = max(⇤ij)/k where k is an input parameter specifying a

threshold condition number

construct c̃ = Ut
⇤̃U and use to obtain new, regularized

covariance matrix ⌃̃ij = c̃
p

⌃ii⌃jj

This is our regulariation procedure!

21 / 30
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Modified Covariance Matrix

 

DEALING WITH HIGHLY CORRELATED DATA

M. Wilson, PDF4LHC September 2019 12

• Z pT distributions - challenge due to 
correlation-dominated observable, an 
uncorrelated uncertainty included to 
achieve a good fit 

• Top 8 TeV ATLAS data: single 
distributions can be included and display 
consistency but for recent correlated 
differential distributions, must de-correlate 
uncertainties to have good fit (impact on 
the gluon) 

• Inclusive jet 7 TeV ATLAS data: 
impossible to include all rapidity bins 
simultaneously unless de-correlate some 
systematics 

• A more general approach such as 
regularisation of experimental covariance 
matrices based on stability was recently 
put forward   

Correlation matrix for precise ATLAS WZ production dataset
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Process Kinematics Ndat fcorr fred Baseline

Z pT

20GeV  pllT  3.5 TeV

338 0.5 (0.4, 1) [52] (8 TeV)12GeV  mll  150 GeV

|yll|  2.4

high-mass Drell-Yan
pl1(2)T � 40(30)GeV

32 0.5 (0.4, 1) [47] (8 TeV)
|⌘l|  2.5, mll � 116GeV

top quark pair mtt̄ ' 5 TeV, |yt|  2.5 110 0.5 (0.4, 1) [50] (8 TeV)

W+charm (central)
pµT � 26GeV, pcT � 5GeV

12 0.5 (0.2, 0.5) [24] (13 TeV)
|⌘µ|  2.4

W+charm (forward)

pµT � 20GeV, pcT � 20GeV

10 0.5 (0.4, 1) LHCb projectionpµ+c
T � 20GeV

2  ⌘µ  4.5, 2.2  ⌘c  4.2

Direct photon E�
T ⇠
< 3 TeV, |⌘� |  2.5 118 0.5 (0.2, 0.5) [55] (13 TeV)

Forward W,Z
plT � 20GeV, 2.0  ⌘l  4.5

90 0.5 (0.4, 1) [49] (8 TeV)
60GeV  mll  120GeV

Inclusive jets |y|  3, R = 0.4 58 0.5 (0.2, 0.5) [61] (13 TeV)

Total 768

Table 2.1. Summary of the features of the HL–LHC pseudo–data generated for the present study.
For each process we indicate the kinematic coverage, the number of pseudo–data points used across all
detectors Ndat, the values of the correction factors fcorr and fred; and finally the reference from the 8
TeV or 13 TeV measurement used as baseline to define the binning and the systematic uncertainties of
the HL–LHC pseudo–data, as discussed in the text.

expect some improvement here at the HL–LHC even in the most conservative scenario; Run II
measurements based on the complete integrated luminosity will certainly benefit from reduced
systematics.

In Fig. 2.2 we show the kinematical coverage in the (x,Q2) plane of the HL–LHC pseudo–data
included in this analysis. For each data point, the values of (x1, Q) and (x2, Q) corresponding to
the two colliding partons are determined approximately from leading–order kinematics, which
is su�cient for illustration purposes. We assume x1 = x2 if rapidities are not specified for the
final states. We see that the HL–LHC pseudo–data covers a wide kinematic region, including
the large momentum transfers up to Q ' 6 TeV, as well as the large-x region, with several
di↵erent processes. Specifically, the input pseudo–data spans the range 6⇥ 10�5

⇠
< x

⇠
< 0.7 and

40 GeV
⇠
< Q

⇠
< 7 TeV in the (x,Q) kinematic plane. Note that the LHCb measurements are

instrumental to constrain the small–x region, 6 ⇥ 10�5
⇠
< x

⇠
< 10�3, beyond the acceptance of

ATLAS and CMS.

2.3 Impact of correlating uncertainties

As we will also discuss in Sect. 3, when constructing the �2 estimator for the HL–LHC pseudo–
data we will not explicitly include the correlations between the systematic errors. Instead,
we add statistical and systematic uncertainties in quadrature as indicated in Eq. (2.2). This
choice is motivated by the fact that it is already challenging to estimate how specific systematic
uncertainties will be reduced at the HL–LHC, let alone how their mutual correlations will be
modified. Note that even restricting ourselves to Run I measurements, the determination of the
experimental correlation model is a delicate problem, and can in some cases complicate the PDF

8

HL-LHC: Datasets
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In More Detail…

SciPost Physics Submission

Figure 2.1: The kinematic coverage in the (x,Q2) plane of the LHeC pseudo–data [26] included in
the present analysis: the inclusive NC and CC structure functions both for high energy (HE) and
low energy (LE) datasets, the NC charm and bottom semi-inclusive structure functions F cc̄

2 and F
bb̄
2 ,

and the CC charm structure functions F
c
2 providing direct information on the strange content of the

proton.

uncertainty of 0.5% is taken, while a fully correlated luminosity uncertainty of 1% is assumed.
In the case of the semi-inclusive heavy-quark structure functions, there are two sources of
systematics considered correlated across bins for both NC and CC production respectively.

We note that the statistical errors are generally an order of magnitude or more smaller
than the systematic uncertainties, apart from close to kinematic boundaries, and hence as
discussed above we would not expect our results to change significantly if somewhat smaller
datasets are assumed. Indeed, we have explicitly verified the validity of this assumption by
using instead an integrated luminosity of 0.3 ab�1 for the case of high energy neutral-current
electron scattering.

According to the above considerations, we then produce the pseudo–data values as usual
by shifting the corresponding theory predictions by the appropriate experimental errors. In
particular, the pseudo–data point i is generated according to

�
exp
i = �

th
i

 
1 + �

exp
unc,i · ri +

X

k

�exp
ik sk,i

!
, (2.1)

where si, rk are univariate Gaussian random numbers, �exp
ik is the k-th correlated systematic

error and �
exp
unc,i is the total uncorrelated error for datapoint i. The �

th
i are the corresponding

6

• LHeC dataset: inclusive NC and CC in            + different energies (1,7 
TeV), heavy flavour and charm quark production via CC. 

• Baseline set (errors pre LHeC): PDF4LHC combination of CT14, 
MMHT14 and NNPDF3.0 global sets. ‘Tolerance’             accounts for 
departure from textbook stats, tensions between datasets…

• From this, different possibilities:
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Observable Ep Kinematics Ndat Lint [ab
�1]

�̃
NC (e�p) 7 TeV 5⇥ 10�6  x  0.8, 5  Q

2  106 GeV2 150 1.0

�̃
CC (e�p) 7 TeV 8.5⇥ 10�5  x  0.8, 102  Q

2  106 GeV2 114 1.0

�̃
NC (e+p) 7 TeV 5⇥ 10�6  x  0.8, 5  Q

2  5⇥ 105 GeV2 148 0.1

�̃
CC (e+p) 7 TeV 8.5⇥ 10�5  x  0.7, 102  Q

2  5⇥ 105 GeV2 109 0.1

�̃
NC (e�p) 1 TeV 5⇥ 10�5  x  0.8, 2.2  Q

2  105 GeV2 128 0.1

�̃
CC (e�p) 1 TeV 5⇥ 10�4  x  0.8, 102  Q

2  105 GeV2 94 0.1

F
c,NC
2 (e�p) 7 TeV 7⇥ 10�6  x  0.3, 4  Q

2  2⇥ 105 GeV2 111 1.0

F
b,NC
2 (e�p) 7 TeV 3⇥ 10�5  x  0.3, 32  Q

2  2⇥ 105 GeV2 77 1.0

F
c,CC
2 (e�p) 7 TeV 10�4  x  0.25, 102  Q

2  105 GeV2 14 1.0

Total 945

Table 2.1: Overview of the main features of the LHeC pseudo–data [26] included in our PDF
projections. For each process, we indicate the kinematic coverage, the integrated luminosity, the
proton energy, and the number of pseudo–data points, Ndat, after the Q � 2 GeV kinematic cut. Note
that in all cases the incoming lepton energy is fixed to be El = 60 GeV. We ignore the e↵ect of the
incoming lepton beam polarization.

for precision measurements of electroweak parameters such as the W mass or the Weinberg
angle sin ✓W , for PDF determination it is known that the impact of beam polarisation e↵ects
is small.

The kinematic reach in the (x,Q2) plane of the LHeC pseudo–data is shown in Fig. 2.1.
The reach in the perturbative region (Q � 2 GeV) is well below x ⇡ 10�5 and extends up
to Q

2 ⇡ 106 GeV2 (that is, Q ' 1 TeV), increasing the HERA coverage by over an order of
magnitude in both cases, via the factor ⇠ 4 increase in the collider centre-of-mass energy

p
s.

Due to the heavy quark tagging requirements, the reach for semi-inclusive structure functions
only extends up to x ' 0.3 in the large-x region. Note that in addition to providing PDF
information, the extended coverage of the LHeC in the high-Q region would also provide novel
opportunities for indirect searches for new physics beyond the Standard Model through preci-
sion measurements, see for example [10,17,28], as well as a rich program of Higgs production
and decay studies.

The pseudo–data listed in Table 2.1 have been generated assuming a detector coverage
with lepton rapidity |⌘l|  5 and inelasticity 0.001  y  0.95. Systematic uncertainties
due to the scattered electron (positron) energy scale and polar angle, hadronic energy scale,
calorimeter noise, radiative corrections, photoproduction background and a global e�ciency
error are included in a correlated way across the NC datasets, while a single global source of
correlated systematic is taken across all CC datasets. In addition, an uncorrelated e�ciency
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