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Nucleon is a many body dynamical system of 
quarks and gluons  

By changing x we probe different aspects of 
nucleon wave function  

How partons move and how they are distributed in 
space is one of the directions of development of 
nuclear physics

Technically such information is encoded into 
Generalised Parton Distributions (GPDs) and 
Transverse Momentum Dependent distributions 
(TMDs)
   
   
These distributions are also referred to as 3D 
(three-dimensional) distributions               
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QCD and the Structure of Nucleons and Nuclei

  Understanding the structure of hadrons in terms of QCD’s quarks and 

gluons is one of the central goals of modern nuclear physics  !
        – 2015 NSAC Long-Range Plan !

  QCD – the Last Frontier of the Standard Model

A relativistic quantum theory of strong interacting quarks and gluons!!
BUT, we do not see any quarks and gluons in isolation!


"  Unprecedented intellectual challenge: 

           How to test a theory without seeing the players?

"  Understanding QCD fully is still beyond the reach of the best minds we have! 


Understanding the structure of hadrons 
in terms of QCD’s partons  (quarks and 
gluons) is one of the central goals of 
2015 NSAC Long-Range Plan
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We need a probe to “see” quarks and gluonselectron 
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HADRON’S PARTONIC STRUCTURE
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Collinear Parton Distribution Functions

P
k

fq/P (x)
longitudinal

Probability density to find a quark with a momentum fraction x

Hard probe resolves the particle nature of partons, but is not sensitive to hadron’s structure 
at ~fm distances.

xP



HADRON’S PARTONIC STRUCTURE
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P
k

One large scale (Q) sensitive to particle nature of quark and gluons

One small scale (kT) sensitive to how QCD bounds partons and to the detailed structure at 
~fm distances.

Transverse Momentum Dependent functions

fq/P (x, kT )

longitudinal & transverse

To study the physics of confined motion of quarks and gluons inside of the proton one needs a 
new type “hard probe” with two scales.

kT

xP
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Semi-Inclusive DIS

electron 
p

h 

Drell-Yan Dihadron in e+e-

p p

h1 

h2 h
h1

h2e-

e- e-e+

� � Dh1/q(x, kT )Dh2/q(x, kT )� � fq/P (x, kT )Dh/q(x, kT ) � � fq/P (x, kT )fq/P (x, kT )

qT � Q

Fragmentation
Dh/q(x, kT )

µ+

µ�

Q, qT

The confined motion (kT dependence) is encoded in TMDs

QCD factorization is proven for a number of processes

Small scale Large scale

Collins, Soper (1983) 
Collins (2011)

Collins, Soper, Sterman (1985) 
Ji, Ma, Yuan (2004) 

Collins (2011)
Meng, Olness, Soper (1992) 

Ji, Ma, Yuan (2005) 
Idilbi, Ji, Ma, Yuan (2004)  

Collins (2011)
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TMDs with Polarization

Gluons

Fragmentation functions

Nuclear targets

Nucleon  
Polarization

Quark  
Polarization

Analogous tables for:
f1 � fg

1 etc

S �= 1
2

Quark TMDs

�[�+]
q h(x, b) = f1(x, b) + i✏

µ⌫
T bµs⌫Mf

?
1 (x, b)
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b? ⇠ 1
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• There are eight TMD 
distributions in leading twist 

• TMD distributions provide a 
more detailed picture of the 
many body parton structure of 
the hadron 

• Interplay with the transverse 
momentum

Helicity

Boer-Mulders

Long-Transversity

Trans-Helicity
Sivers

Transversity

Pretzelosity

T

�11

Our understanding of hadron evolves:
Nucleon emerges as a strongly interacting, 

relativistic bound state of quarks and gluons



TMD FACTORIZATION 
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Factorization of regions: 
(1) k//P1, (2) k//P2, (3) k soft, (4) k hard

µ
d

dµ
ln fq(x,�bT , µ, �) = �q

µ(µ, �)

�
d

d�
ln fq(x,�bT , µ, �) = �q

� (µ, bT )

Collins-Soper Equations

µ = renormalization scale

� = Collins-Soper parameter
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Collins, Soper, Sterman (85), Collins (11), Rogers, Collins (15)

OPE/collinear part transverse part, Sudakov FF ✓ Non-perturbative: fitted from data 

✓ The key ingredient – ln(Q) piece is 
spin-independent 

✓ Non-perturbative shape of TMDs is 
to be extracted from data 

✓ One can use information from  
models or ab-initio calculations, 
such as lattice QCD: shape of TMDs, 
non-perturbative kernel.

The evolution is complicated as one evolves in 2 
dimensions 
The presence of a non-perturbative evolution kernel 
makes calculations more involved 
Theoretical constraints exist on both non-perturbative 
shape of TMD and the non-perturbative kernel of 
evolution 

TMD FACTORIZATION 
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➤The goal is to describe the differential in qT cross section in a wide region of qT. TMD 
factorization is applicable at small qT ≪ Q, collinear QCD is applicable at large qT~Q

➤TMD factorization organizes a differential in qT cross section as a convolution of TMD 
functions (W term) in the region of applicability of TMD factorization qT ≪ Q

➤At some large qT ~ Q the cross section is transitioned to a Fixed Order QCD via the so-called 
Y term

Collins, Soper, Sterman (1985) 
Collins (2011)

TMD FACTORIZATION



SUCCESS OF TMD FACTORIZATION PREDICTIVE POWER

Upsilon production

Quarkonium production in hadronic collisions in TMD framework Kazuhiro Watanabe
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p
s = 1.8 TeV, |y| < 0.4

ATLAS :
p
s = 7 TeV, |y| < 1.2 (⇥5)

Figure 2: Differential cross section for °(1S) production in hadronic collisions at Tevatron and the LHC in
the middle rapidity region. All the input parameters are chosen to be the same as in Ref. [7]. Data are taken
from [13, 14].

section at RHIC energy. For the qq̄ channel, the b?-distribution of Wqq̄ is more broad so that the
nonperturbative form factor is more relevant. Nevertheless, in our calculations, we do not need to
worry too much about it because the size of contribution from the gg channel is more than an order
of magnitude larger than that from the qq̄ channel.

Figure 2 displays differential cross sections for °(1S) production in hadronic collisions at
Tevatron and the LHC by computing Eq. (2.3) with Eq. (2.1). We set µ = 0.5

q
M2 +P2

? for the
perturbation term. At Tevatron, we reproduce the early prediction in Ref. [7] by setting Fbb̄!° =

C° = 0.044 that was obtained by data fitting in Ref. [7], which is effectively a Color-Evaporation-
Model calculation [4]. To compare with data, we simply switch the resummation term to the NLO
perturbative term at the intersection of two curves around P? ⇠ M°/2, instead of using the Y -term.
We have also multiplied the resummation term by a factor Kr = 1.22 to match the perturbation result
at the intersection. At the LHC, there is more phase space for gluons shower, and we expect our
predictions with the same parameters set to be consistent with the data, which is confirmed nicely
by the data up to around P? = 10 GeV. It is worth noting that the matching point shifts toward
larger P? at the LHC compared to that at Tevatron. This is because an increase in the scattering
energy allows more phase space for incoming partons to radiate.

4. Summary

We have performed numerical calculations for ° production in high-energy hadronic colli-
sions in terms of the Collins-Soper-Sterman resummation formalism in the TMD framework. The
behavior of Wgg and Wqq̄ in the b?-space at Tevatron and the LHC clearly shows that our perturba-
tively calculated results are reliable without much ambiguities associated with the nonperturbative
Sudakov factor at large b?. Our results can naturally describe both the Tevatron data and the LHC

4
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Fig. 8. Compare the resummation prediction for Z boson production at the LHC.49–51 The data
in left one is from the ATLAS collaboration, the right one is for CMS collaboration. These data
are not included in our fit.

parameters are fitted only with the Drell–Yan type data. From the comparison to
the experimental data, we can see that the new form is equally good as compared
to the original BLNY parametrization.

4. Fitting Semi-Inclusive DIS Data with New Parametrization

The universality of the parton distribution functions (PDFs) is a powerful prediction
from QCD factorization. According to the TMD factorization, the nonperturbative
functions determined for the TMD quark distributions from the Drell–Yan type
of processes shall apply to that in the SIDIS processes. Of course, the transverse
momentum distribution of hadron production in DIS processes also depends on
the final state fragmentation functions, which we will parametrize. Following the
universality argument, we introduce the following parametrization form to describe
the nonperturbative form factors for SIDIS processes,

S(DIS)
NP = g2 ln(b/b∗) ln(Q/Q0) + g1b

2/2 + g3(x0/xB)
λ + ghb

2/z2h . (16)

In the above parametrization, named as SIYY-2 form, g1, g2 and g3 have been
determined from the experimental data of Drell–Yan lepton pair production. The
only unknown parameter gh will be determined by fitting to the HERMES and
COMPASS data. Although there has been evidence from a recent study34 that gh
could be different for the so-called favored and dis-favored fragmentation functions,
we will take them to be the same in this study, for simplicity. With more data
coming out in the future, we should be able to fit with separate parameters.

In principle, we can fit g1, g2, g3, and gh together to both Drell–Yan and SIDIS
data. However, the DIS data do not cover large range ofQ2. In addition, the differen-
tial cross-sections in SIDIS depend on the fragmentation function, which themselves
are not well constrained at the present time. Therefore, in this paper, we will take
the parameters g(1,2,3) fitted to the Drell–Yan data to compare to the SIDIS to
check if they are consistent with the SIDIS data.
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Z boson production at the LHC

➤ TMD factorization (with an appropriate matching to collinear results) aims at an accurate 
description (and prediction) of a differential in qT cross section in a wide range of qT


➤ LHC results at 7 and 13 TeV are accurately predicted from fits of lower energies
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Qiu, Watanabe arXiv:1710.06928 Sun, Isaacson, Yuan, Yuan arXiv:1406.3073
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Figure 2. Ratio of theoretical and experimental points as a function of the binned di-lepton transverse
momentum for the measured at ATLAS in the range 66 < Q < 116 GeV (dashed red lines). The exper-
imental points (blue dots) are surrounded by a box describing their error. The representation takes into
account the shifts as described in the text.

Figure 3. Ratio of theoretical and experimental points as a function of the binned di-lepton transverse
momentum for the measured at CMS and LHCb experiments (dashed red lines). The experimental points
(blue dots) are surrounded by a box describing their error. The representation takes into account the shifts
as described in the text.

due to large systematic uncertainties for this data. The reported correlated systematic error for
E288(E605, E772) experiments is 25%(15%, 10%) [35, 55, 56]. This systematic discrepancy has been
recently discussed in [68], where it was connected to the fixed-target nature of these experiments.

5.2 Extracted values of TMDPDF and rapidity anomalous dimension

We now turn to the values of the TMDPDFs and rapidity anomalous dimension as extracted from
the fit. Our results for the non-perturbative parameters are presented in tab. 4. The central values

– 13 –

Bertone, Scimemi, Vladimirov arXiv:1902.08474
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FIG. 10: Y -term contribution (dashed curve) to the multiplicity distribution as a function of

transverse momentum, compared to the leading power transverse momentum dependent result
(solid curve), for the experimental data from HERMES Collaboration at Q2 = 3.14GeV2.

carry out this computation and come back to this issue in the near future. This may also
indicate that we need to take into account higher power corrections for SIDIS processes in
the relative low Q2 range. In this context, it means that certain terms in the Y -term may
come from higher power correction in the TMD factorization, which could result in different
resummation results. This is similar to what has been discussed in Ref. [40] for higher-
twist contributions to the SIDIS, where cosφ and cos 2φ azimuthal asymmetries in SIDIS
processes come from higher-twist effects in the TMD framework. However, the factorization
for higher-twist contribution in the TMD framework is not fully understood at the present.

On the other hand, the consistency between the leading power TMD results and the
experimental data from HERMES and COMPASS collaborations, cf. Fig. 9, supports the
application of the TMD factorization in the relative low Q2 range of these two experiments.
To further test the TMD resummation formalism in the SIDIS experiments, we need more
data with large Q2 values, where the Y -term contributions will become much less impor-
tant. In Fig. 11, we show some numeric results for Q2 = 10, 20 GeV2. In particular, for
Q2 = 20GeV2, its contribution is negligible for all p⊥ range of interests. Higher Q2 range
is particularly one of the important focuses for the SIDIS measurements in the planned
electron-ion collider [1], where the above assumptions can be well tested.

V. DISCUSSION AND CONCLUSION

In this paper, we have re-analyzed the transverse momentum distribution of the Drell-
Yan type of lepton pair production processes in hadronic collisions in the framework of CSS
resummation formalism. Our goal is to find a new form for the non-perturbative function
which can be used to simultaneously describe the semi-inclusive hadron production in DIS
processes (such as from HERMES and COMPASS Collaborations) and all the Drell-Yan
type processes (such as W , Z and low energy Drell-Yan pair productions). In Secs. II and
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“PROBLEMS” OF TMD FACTORIZATION AT LOW Q
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Figure 6. dσNLO, dσASY, WNLL and the sum WNLL+Y (see eq. (3.3)), corresponding to the three
different SIDIS kinematical configurations defined in figure 1. Here bmax = 1.0GeV−1, g1 = 0.3
GeV2, g1f = 0.1GeV2, g2 = 0GeV2.

3.3 Y term matching

It should now be clear that a successful matching heavily depends on the subtle inter-

play between perturbative and non-perturbative contributions to the total cross section,

and that finding a kinematical range in which the resummed cross section W matches its

asymptotic counterpart dσASY, in the region qT ∼ Q, cannot be taken for granted.

In figure 6 we show, in the three SIDIS configurations considered above, the NLO

cross section dσNLO (solid, red line), the asymptotic cross section dσASY (dashed, green

line) and the NLL resummed cross section WNLL (dot-dashed, cyan line). The dotted blue

line represents the sum (WNLL + Y ), according to eq. (2.19).

Clearly, in none of the kinematical configurations considered, WNLL matches dσASY,

they both change sign at very different values of qT . Moreover, the Y factor can be very

large compared to WNLL. Consequently, the total cross section WNLL + Y (dotted, blue

line) never matches the fixed order cross section dσNLO (solid, red line). At low and

intermediate energies, the main source of the matching failure is represented by the non-

perturbative contribution to the Sudakov factor. As we showed in section 3.1, the resummed

term W of the cross section is totally dominated by the non-perturbative input, even at

large qT . Notice that, in the kinematical configurations of the COMPASS experiment, the

matching cannot be achieved simply by adding higher order corrections to the perturbative

calculation of the Y term, as proposed in ref. [8], as WNLL is heavily dependent on the

non-perturbative input.

Interestingly, the cross section does not match the NLO result even at the highest

energies considered,
√
s = 1TeV and Q2 = 5000GeV2: further comments will be addressed

in the following subsection.

3.4 Matching with the inclusion of non-perturbative contributions

As discussed above, the mismatch betweenWNLL and dσASY at qT ∼ Q is mainly due to the

non-perturbative content of the cross section, which turns out to be non-negligible, at least

at low and intermediate energies. To try solving this problem one could experiment different

– 10 –

➤At low Q the Y term becomes unreasonably large (larger than the W term) in the region of 
the maximal validity of TMD factorization (cross section should be given by W with a small 
error in this region)
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It is all about the theoretical errors: modify W and Y=FO-ASY preserving the overall precision


Finally, we restore the explicit ΞðqT=Q; ηÞ in the
asymptotic term and calculate the Y term according to
Eq. (57) for two values of Q, one large and one small.
The results are shown in Figs. 3(a) and 3(b). Here, we
use C5 ¼ 1.0 as a compromise between the various
choices in Fig. 2 and to match with a common choice
used in calculations like those of Ref. [14]. For Q ¼
20 GeV (Fig. 3(a)), there is a region 1.0 GeV≲ qT ≲
6.0 GeV where the Y term is a useful nontrivial correc-
tion. Beyond about qT ≈ 6.0 GeV, the Y term simply
approaches the FOðqT; QÞ calculation (where the W term
vanishes).
Within our W þ Y method, the Y term remains a

reasonable correction for large qT=Q even down to
Q ¼ 2.0 GeV, as shown in Fig. 3(b). There it forces a
matching with the FOðqT; QÞ calculation at qT ¼ OðQÞ,
while it vanishes for small qT.
Note that, if the entire range of qT up to order Q is

considered, then the treatment of the Y term plays an
important role in describing the general shape of the qT
spectrum, particularly for the smaller Q values. Indeed, for
smaller Q, the Y term appears to dominate the tail region.
These observations highlight the importance of achieving
well-constrained collinear treatments of the large qT
region. Most likely, calculations of the fixed-order term
to rather high order should be included in implementations
to adequately describe the large qT behavior. For instance,
Ref. [30] finds that order α2s fixed-order calculations are
needed to get acceptable phenomenological success (see
the comparison of curves in Fig. 4 of Ref. [30]).
Reference [31] finds that threshold resummation correc-
tions are also needed.

X. BREAKDOWN OF FACTORIZATION
IN THE PHOTOPRODUCTION LIMIT

Of course, both TMD and collinear factorization theorems
apply to the limit of a large hard scaleQ; part of the statement
is that corrections to the factorized formulas are suppressed by
powers ofm=Q. Therefore, one expects factorization towork
well in practice for very large Q and to fail completely for
Q → 0, with the in-between region being less clear. In the
SIDIS case, theQ → 0 limit corresponds to photoproduction:
γ þ P → H þ X. If Q is gradually decreased from some
initially very large values, one expects uncertainties related to
the general onset of non-perturbative physics beyond fac-
torization to gradually increase.
This is, of course, a standard and well-known aspect of

QCD. The most obvious signal of the breakdown of

FIG. 2. The absolute value of the asymptotic term calculation
with Ξ replaced by 1, and with the substitutions in Eqs. (65) and
(66) and various choices for C5. The brown dashed curve is the
limit of the standard CSS Y term approach. In all cases, C2 ¼ 1.
The blue dotted and magenta dash-dotted curves correspond
C5 ¼ 0.5 and C5 ¼ 2.0, respectively. All curves are normalized
to FOðqT; QÞ for C2=C5 ¼ 0 and qT ¼ 1 GeV. The variation
between the curves can be viewed as an measure of the sensitivity
of the AYðqT; QÞ calculation to different choices of C5. In all
cases, we take x ¼ 0.1 and z ¼ 0.5.

FIG. 3. The Y term (blue solid curves) calculated using the
method of Eq. (57) and Sec. VIII. One calculation (a) is for a large
scale, Q ¼ 20.0 GeV and one calculation (b) is for a small scale,
Q ¼ 2.0 GeV. For comparison, the FOðqT; QÞ (green dashed)
and AYNewðqT; Q; η; C5Þ (magenta dot-dashed) calculations are
also shown. In all cases, C5 ¼ 1.0. The curves are normalized to
the value of FOðqT; QÞ at qT ¼ 1.0 GeV. In all cases, we take
x ¼ 0.1 and z ¼ 0.5.

RELATING TRANSVERSE-MOMENTUM-DEPENDENT AND … PHYSICAL REVIEW D 94, 034014 (2016)
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FIG. 5. Ratio of data to theory for several near-valence region panels in Fig. 4. The grey bar at the bottom is at 1 on the
vertical axis and marks the region where qT > Q.

FIG. 6. Calculation analogous to Fig. 4 but for ⇡+ production measurements from [28].

clear how to interpret the disagreement here, however, since most of the existing data for lower Q regions are close to
the threshold region and including threshold resummation introduces extra subtleties.

The observations of this article have focused on unpolarized cross sections, but the implications extend to spin and
azimuthally dependent cross sections, since the key issue is the relevance of di↵erent types of transverse momentum
dependence.

There are a number of possible resolutions that deserve further investigation. An interesting one is that the
hadronization mechanism is di↵erent in high-transverse- momentum SIDIS from the usual picture in terms of universal
FFs. Models used in Monte Carlo event generators might be a source of ideas regarding this possibility. In the context
of this possibility, it is noteworthy that much of the data for SIDIS transverse momentum dependence is describable
in a Gaussian model of TMDs [29, 30]. In pQCD, there are also arguments that certain higher twist correlation

Gonzalez, Rogers, Sato, Wang arXiv:1808.04396 Bacchetta, Bozzi, Lambertsen, Piacenza, Steiglechner, 
Vogelsang, arXiv:1901.06916
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FIG. 2: Transverse-momentum distribution of Drell–Yan di-muon pairs at
p
s = 38.8 GeV in a selected invariant mass range

and Feynman-x range: experimental data from Fermilab E866 (hydrogen target) [40] compared to LO QCD and NLO QCD
results. Left: NLO QCD

�O �
↵

2

s

��
calculation with central values of the scales µR = µF = Q = 4.7 GeV, including a 90%

confidence interval from the CT14 PDF set [38]. Right: LO QCD and NLO QCD theoretical uncertainty bands obtained by
varying the renormalization and factorization scales independently in the range Q/2 < µR, µF < 2Q.

FIG. 3: E866: comparison between experimental data and NLO QCD predictions for di↵erent xF bins. We also show the
low-qT asymptotic part of the cross section. For details, see text.

SIDIS Drell-Yan

At high qT, the collinear formalism should be valid, but large discrepancies are observed

PROBLEMS WITH HIGH TRANSVERSE MOMENTUM
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The discrepancies could be largely resolved by sharply modifying the gluon collinear 
fragmentation function
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Framework W+Y HERMES COMPASS DY Z 
production

N of points

KN 2006 
 hep-ph/0506225

LO-NLL W ✘ ✘ ✔ ✔ 98

QZ 2001 
 hep-ph/0506225

NLO-NLL W+Y ✘ ✘ ✔ ✔ 28 (?)

RESBOS 
 resbos@msu

NLO-NNLL W+Y ✘ ✘ ✔ ✔ >100 (?)

Pavia 2013 
arXiv:1309.3507 LO W ✔ ✘ ✘ ✘ 1538

Torino 2014 
arXiv:1312.6261 LO W ✔  

(separately)
✔  

(separately) ✘ ✘
576 (H) 
6284 (C)

DEMS 2014 
arXiv:1407.3311  NLO-NNLL W ✘ ✘ ✔ ✔ 223

EIKV 2014 
 arXiv:1401.5078  LO-NLL W 1 (x,Q2) bin 1 (x,Q2) bin ✔ ✔ 500 (?)

SIYY 2014 
arXiv:1406.3073 NLO-NLL W+Y ✘ ✔ ✔ ✔ 200 (?)

Pavia 2017 
arXiv:1703.10157 LO-NLL W ✔ ✔ ✔ ✔ 8059

SV 2017 
arXiv:1706.01473 NNLO-NNLL W ✘ ✘ ✔ ✔ 309

BSV 2019 
arXiv:1902.08474 NNLO-NNLL W ✘ ✘ ✔ ✔ 457
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http://arxiv.org/abs/arXiv:1401.5078
http://arxiv.org/abs/arXiv:1406.3073
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Figure 8. The down quark TMD PDF in b-space(left) and kT -space(right) presented at different values of
x. The color shows the size of the uncertainty relative the value of distribution.

6 Conclusions

We have extracted the unpolarized transverse momentum dependent parton distribution function
(TMDPDF) and rapidity anomalous dimension (also known as Collins-Soper kernel) from Drell-Yan
data. The analysis has been performed in the ⇣-prescription with NNLO perturbative inputs. We
have also provided an estimation of the errors on the extracted functions with the replica method.
The values of TMDPDF and rapidity anomalous dimension, together with the code that evaluates
the cross-section, are available at [45], as a part of the artemide package. We plan to release grids
for TMDPDFs extracted in this work also through the TMDlib [69].

Theoretical predictions are based on the newly developed concepts of ⇣-prescription and op-
timal TMD proposed in ref. [27]. This combination provides a clear separation between the non-
perturbative effects in the evolution factor and the intrinsic transverse momentum dependence.
Additionally, the ⇣-prescription permits the usage of different perturbative orders in the collinear
matching and TMD evolution. For that reasons, the precise values of the rapidity anomalous di-
mension (±1%(4%, 6%) accuracy at b = 1(3, 5) GeV�1) are relevant for any observable that obeys
TMD evolution.

In our analysis, we have included a large set of data points, which spans a wide range of
energies (4 < Q < 150 GeV) and x (x > 10

�4), see fig. 1. The data set can be roughly split into
the low-energy data, which includes experiments E288, E605, E772 and PHENIX at RHIC, and
the high-energy data from Tevatron (CDF and D0) and LHC (ATLAS, CMS, LHCb) in similar
proportion. To exclude the influence of power corrections to TMD factorization we consider only
the low-q

T

part of the data set, as described in sec. 3. A good portion of data is included in the fit
of TMD distributions for the first time, that is the data from E772, PHENIX, some parts of ATLAS
and D0 data. For the first time, the data from LHC have been included without restrictions (the
only previous attempt to include LHC data in a TMDPDF fit is [13], where systematic uncertainties
and normalization has been treated in a simplified manner). We have shown that the inclusion of
LHC data greatly restricts the non-perturbative models at smaller b (b . 2 GeV�1) and smaller x

(x . 0.05), and therefore they are highly relevant for studies of the intrinsic structure of hadrons.
A detailed comparison of fits with and without LHC data has been discussed in sec. 5.

The extracted TMDPDF shows a non-trivial x-dependence that is not dictated only by the
collinear asymptotic limit of PDFs. In particular, we find that the unpolarized TMDPDF is bigger
(in impact parameter space) at larger x, see fig. 7. This indirectly implies a smaller value of the

– 17 –

Bertone, Scimemi, Vladimirov, 
arXiv:1902.08474

Bacchetta, Delcarro, Pisano, Radici,  
Signori, arXiv:1703.10157

http://arxiv.org/abs/arXiv:1902.08474
http://arxiv.org/abs/arXiv:1703.10157


TMDS AND LATTICE QCD

Transversity is the only source of information on the tensor charge of the nucleon
The first analysis of the data on transversity using lattice QCD constraints on isovector 
tensor charge gT = 𝜹u-𝜹d

Tensor charge  from up and down quarks is 
constrained 
Phenomenological results and lattice QCD results 
are compatible

    Final results Q2=2 GeV2 
   𝜹u=0.3(2)→0.3(2) 

   𝜹d=-0.6(6)→-0.7(2)

Lin, Melnitchouk, AP, Sato, Phys.Rev.Lett. 120 (2018) no.15, 152502

unpolarized favored and unfavored FF widths. These values
are compatible with ones found in the analysis by
Anselmino et al. [54] of HERMES and COMPASS charged
hadron multiplicities. On the other hand, the similar values
found for the sea and valence PDF widths disagree with the
chiral soliton model [55], for which the sea to valence ratio
is ∼5. Note also that while there appear some incompa-
tibilities between the x dependence of the HERMES and
COMPASS Ph⊥-integrated π! multiplicities, our analysis
uses only Ph⊥-dependent HERMES data that are given in
bins of x, z, Q2, and Ph⊥.
The transverse momentum widths for the valence and

sea transversity PDFs are hk2⊥i
q
h1
¼ 0.5ð2Þ GeV2 and

1.0ð5Þ GeV2, respectively, and hp2
⊥i

π=q
H⊥

1

¼ 0.12ð4Þ GeV2

and 0.06ð3Þ GeV2 for the favored and unfavored Collins
FF widths, respectively. The relatively larger uncertainties
on the h1 and H⊥

1 widths, compared with the unpolarized
widths, reflect the higher precision of the HERMES
multiplicity data, and the order of magnitude smaller
number of data points for the Collins asymmetries.
Integrating the transversity PDFs over x, the resulting

normalized yields from our MC analysis for the δu and δd
moments are shown in Fig. 3, together with the isovector
combination gT . The most striking feature is the signifi-
cantly narrower distributions evident when the SIDIS data
are supplemented by the lattice gT input. The u and d tensor
charges in Fig. 3(a), for example, change from δu ¼
0.3ð3Þ → 0.3ð2Þ and δd ¼ −0.6ð5Þ → −0.7ð2Þ at the scale
Q2 ¼ 2 GeV2, while the reduction in the uncertainty is
even more dramatic for the isovector charge in Fig. 3(b),
gT ¼ 0.9ð8Þ → 1.0ð1Þ. The earlier single-fit analysis of
SIDIS data by Kang et al. [21] quotes δu ¼ 0.39ð11Þ and
δd ¼ −0.22ð14Þ, with gT ¼ 0.61ð25Þ at Q2 ¼ 10 GeV2, in
apparent tension with the lattice results. This can be
understood from Fig. 3(b), which demonstrates that the
peak of the SIDIS-only distribution at gT ∼ 0.5 is consistent
with the lower values found in earlier maximum likelihood
analyses [10,21], but does not give a good representation
of the mean value because of the long tail of the gT
distribution.

Future extensions of this work will explore incorporating
TMD evolution via the CSS framework [22,56], and the
improved treatment of the large-Ph⊥ contributions through
the addition of the Y term [50]. The inclusion of K! SIDIS
and eþe− annihilation data will allow further separation of
sea quark flavor contributions to h1 and better constraints
on the favored and unfavored Collins FFs. Upcoming high-
precision data from Jefferson Lab should also provide
significantly improved kinematical coverage at intermedi-
ate x and z values.
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work was supported by the U. S. Department of Energy
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Lab, and by the National Science Foundation Contracts
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FIG. 3. (a) A contour plot of δu and δd samples from the MC
analysis, for the SIDIS only (blue) and SIDISþ lattice (red)
analysis. The expectation values and 1σ uncertainties for both fits
are indicated by the respective error bars. (b) Normalized yields
for the isovector tensor charge gT , for the SIDIS-only (yellow
histograms) and SIDISþ lattice (red histograms) MC analyses.
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For the transverse-momentum widths hk2⊥i
q
f of the TMD

PDFs fq1 and h
q
1 , two Gaussian widths are used, one for the

valence type (q ¼ u, d) and one for the sea-quark type
(q ¼ ū; d̄; s; s̄) functions. Similarly, for the TMD FFs two
Gaussian widths for hp2

⊥i
h=q
D are used, for the favored (such

as u or d̄ to πþ) and unfavored (ū or d to πþ) type of FF.
In total, we therefore have 23 parameters to be extracted
from data, 19 of which describe FsinðϕhþϕsÞ

UT and 4 for the
transverse part of FUU. To determine the latter, we perform
an independent fit to the HERMES π% and K% multiplicity
data [53], which include 978 data points that survive the
same cuts as employed for AsinðϕhþϕsÞ

UT .
Using the nested sampling MC algorithm [35–37], we

compute the expectation value E[O] and variance V[O],

E½O' ¼
Z

dnaPðajdataÞOðaÞ ≃
X

k

wkOðakÞ; ð8aÞ

V½O' ¼
Z

dnaPðajdataÞðOðaÞ − E½O'Þ2

≃
X

k

wkðOðakÞ − E½O'Þ2; ð8bÞ

for each observable O (such as a TMD or a function of
TMDs), which is a function of the n-dimensional vector
parameters a with probability density PðajdataÞ [40].
Using Bayes’ theorem, the latter is given by

PðajdataÞ ¼ 1

Z
LðdatajaÞπðaÞ; ð9Þ

where πðaÞ is the prior distribution for the vector param-
eters a, and

LðdatajaÞ ¼ exp
!
−
1

2
χ2ðaÞ

"
ð10Þ

is the likelihood function, with Z ¼
R
dnaLðdatajaÞπðaÞ

the Bayesian evidence parameter. Using a flat prior, the
nested sampling algorithm constructs a set of MC samples
fakg with weights fwkg, which are then used to evaluate
the integrals in Eqs. (8).
The results of the fit indicate good overall agreement

with the Collins πþ and π− asymmetries, as illustrated in
Fig. 1, for both HERMES [47] and COMPASS [48,49]
data, with marginally better fits for the latter. The χ2=datum
values for the πþ and π− data are 28.6=53 and 40.4=53,
respectively, for a total of 68.9=106 ≈ 0.65. The larger χ2

for π− stems from the few outlier points in the x and z
spectra, as evident in Fig. 1. The SIDIS-only fit is almost
indistinguishable, with χ2SIDIS ¼ 69.2. Clearly, our MC
results do not indicate any tension between the SIDIS data
and lattice QCD calculations of gT , nor any “transverse spin
problem.”

The resulting transversity PDFs hu1 and hd1 and Collins

favored and unfavored FFs, H⊥ð1Þ
1ðfavÞ and H⊥ð1Þ

1ðunfÞ, are plotted
in Fig. 2 for both the SIDIS-only and SIDISþ lattice fits.
The positive (negative) sign for the u (d) transversity PDF
is consistent with previous extractions, and correlates with
the same sign for the Collins FFs in the region of z directly
constrained by data. The larger jhd1j compared with jhu1j
reflects the larger magnitude of the (negative) π− asym-
metry than the (positive) π− asymmetry. At lower z values,
outside the measured region, the uncertainties on the
Collins FFs become extremely large. Interestingly, inclu-
sion of the lattice gT datum has very little effect on the
central values of the distributions, but reduces significantly
the uncertainty bands. The fitted antiquark transversity is
consistent with zero, within relatively large uncertainties,
and is not shown in Fig. 2.
For the transverse momentum widths, our analysis of the

HERMES multiplicities [53] gives a total χ2=datum of
1079=978, with hk2⊥i

q
f1
¼0.59ð1ÞGeV2 and 0.64ð6Þ GeV2

for the unpolarized valence and sea quark PDF widths,
and hp2

⊥i
π=q
D1

¼ 0.116ð2Þ GeV2 and 0.140ð2Þ GeV2 for the

FIG. 1. A comparison of the full SIDISþ lattice fit with the πþ

(filled circles) and π− (open circles) Collins asymmetries
AsinðϕhþϕsÞ
UT from HERMES [47] and COMPASS [48,49] data

(in percent), as a function of x, z, and Ph⊥ (in GeV).

FIG. 2. Transversity PDFs hu;d1 and favored zH⊥ð1Þ
1ðfavÞ and

unfavored zH⊥ð1Þ
1ðunfÞ Collins FFs for the SIDIS þ lattice fit (red

and blue bands) at Q2 ¼ 2 GeV2, compared with the SIDIS-only
fit uncertainties (yellow bands). The range of direct experimental
constraints is indicated by the horizontal dashed lines.

PHYSICAL REVIEW LETTERS 120, 152502 (2018)

152502-4
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RHIC: STAR, BRAHMS, PHENIX

CHALLENGE OF QCD: UNDERSTANDING THE ORIGIN OF SPIN ASYMMETRIES
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4 THE CONFINED MOTION OF PARTONS IN NU-
CLEONS  

 
A natural next step in the investigation of nu-

cleon structure is an expansion of our current 
picture of the nucleon by imaging the proton in 
both momentum and impact parameter space. 
From TMD parton distributions we can obtain an 
“image” of the proton in transverse as well as in 
longitudinal momentum space (2+1 dimensions).  
At the same time we need to further our under-
standing of color interactions and how they man-
ifest themselves in different processes. This has 
attracted renewed interest, both experimentally 

and theoretically, in transverse single spin 
asymmetries (SSA) in hadronic processes at high 
energies, which have a more than 30 year history. 
Measurements at RHIC have extended the obser-
vations from the fixed-target energy range to the 
collider regime, up to and including the highest 
center-of-mass energies to date in polarized p+p 
collisions. Figure 4-1 summarizes the measured 
asymmetries from different RHIC experiments as 
function of Feynman-x (xF ~ x1-x2). 

 

 
Figure 4-1: Transverse single spin asymmetry measurements for charged and neutral pions at different center-of-mass 
energies as function of Feynman-x. 
 

The surprisingly large asymmetries seen are 
nearly independent of  over a very wide 
range. To understand the observed SSAs one has 
to go beyond the conventional leading twist col-
linear parton picture in the hard processes. Two 
theoretical formalisms have been proposed to 
explain sizable SSAs in the QCD framework: 
These are transverse momentum dependent par-
ton distributions and fragmentation functions, 
such as the Sivers and Collins functions dis-
cussed below, and transverse-momentum inte-
grated (collinear) quark-gluon-quark correlations, 
which are twist-3 distributions in the initial state 
proton or in the fragmentation process. For many 
spin asymmetries, several of these functions can 
contribute and need to be disentangled to under-
stand the experimental observations in detail, in 
particular the dependence on pT measured in the 
final state.  The functions express a spin depend-
ence either in the initial state (such as the Sivers 

distribution or its Twist-3 analog, the Efremov-
Teryaev-Qui-Sterman (ETQS) function [21]) or 
in the final state (via the fragmentation of a po-
larized quarks, such as the Collins function). 

The Sivers function, , describes the corre-
lation of the parton transverse momentum with 
the transverse spin of the nucleon. A non-
vanishing  means that the transverse parton 
momentum distribution is azimuthally asymmet-
ric, with the nucleon spin providing a preferred 
transverse direction. The Sivers function, , is 
correlated with the ETQS functions, Tq,F, through 
the following relation: 
!!,! !, ! = − !!!! !! !

! !!!!! !, !!! |!"#"! [Eq. 4-1].  
In this sense, a measurement constraining the 

ETQS function indirectly also constrains the Siv-
ers function.  We will use this connection repeat-
edly in the following. 
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⊥

“The RHIC SPIN Program: Achievements and Future Opportunities”, Aschenauer et al (15)

Midterm Review, Part I: Overview – Jianwei Qiu
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Challenge: the Sivers Effect

  Single Transverse Spin Asymmetry:


sp Left 

Right 

Theory (1978):

AN / ↵s

mq

pT
! 0

Kane, Pumplin, Repko, PRL, 1978!

Experiment (40 yrs)

AN As large as 40%


Sivers Effect:


"  Spin direction of colliding hadron

"  Motion direction of its confined partons


Quantum Correlation between


QCD:  Sign Change from SIDIS to Drell-Yan


D. Sivers, PRD41 (1990)83

The naive expectation:
AN ~ 0
Experiment:
AN as big as 40%



TOWARDS THE UNDERSTANDING OF THE ORIGIN OF SSA
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Combined analysis of SIDIS, e+e-, 
and proton-proton asymmetries using 
a universal set of functions

Cammarota, Gamberg, Kang, Miller, Pitonyak, AP, Sato in progress
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TOWARDS THE UNDERSTANDING OF THE ORIGIN OF SSA
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Combined analysis of SIDIS, e+e-, 
and proton-proton asymmetries using 
a universal set of functions

Cammarota, Gamberg, Kang, Miller, Pitonyak, AP, Sato in progress
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The isovector tensor charge is in agreement with 
lattice QCD results, gT = 1.004 ± 0.021



SIGN CHANGE OF SIVERS FUNCTION
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Brodsky, Hwang, Schmidt (01), Collins (02)

Profound consequence of gauge invariance:  Sivers function has opposite sign when the gluon 
couples after the quark scatters (SIDIS) or before the quark annihilates (Drell-Yan)

Crucial test of TMD and collinear factorizations. Several labs worldwide 
aim at measurement of the Sivers effect in Drell-Yan: BNL, COMPASS, 
FERMILAB etc 
The verification of the sign change is a DOE and NSF milestone

STAR Collab. Phys. Rev. Lett. 116, 132301 (2016) COMPASS  Phys.Rev.Lett. 119 (2017) 12002 

0.5− 0 0.5

0.1−

0

0.1

S
ϕ

sin T
A 

COMPASS 2015 data
DGLAP
TMD-1
TMD-2

Fx

With sign change

Without sign change

⇡�P ! `+`�X
<latexit sha1_base64="cECQ5ypueyzMY+hqCyaofUL6f3I=">AAACBHicbVDLSgMxFM3UV62vUZfdBIsgSMuMCrosunFZwT6gMy2Z9E4bmskMSUYopQs3/oobF4q49SPc+Tem7Sy09UDI4Zx7Sc4JEs6UdpxvK7eyura+kd8sbG3v7O7Z+wcNFaeSQp3GPJatgCjgTEBdM82hlUggUcChGQxvpn7zAaRisbjXowT8iPQFCxkl2khdu+glrFPGNezpGHvAeed0fpVxq2uXnIozA14mbkZKKEOta395vZimEQhNOVGq7TqJ9sdEakY5TApeqiAhdEj60DZUkAiUP56FmOBjo/RwGEtzhMYz9ffGmERKjaLATEZED9SiNxX/89qpDq/8MRNJqkHQ+UNhyrEJPG0E95gEqvnIEEIlM3/FdEAkodr0VjAluIuRl0njrOKeV5y7i1L1Oqsjj4roCJ0gF12iKrpFNVRHFD2iZ/SK3qwn68V6tz7mozkr2zlEf2B9/gDTi5ZI</latexit>

KQ → Kang, Qiu (2009)

First experimental hints on 
the sign change
See the talk by Michela Chiosso

Sivers (91)



THE FUTURE



NEW DATA FROM COMPASS AND JLAB
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COMPASS is in “full swing” mode. JLAB 12 data are going to follow.

Transverse-momentum-dependent Multiplicities of Charged Hadrons in Muon- . . . 11

  1

1.7

  3

  7

 16

 81

0.003 0.008 0.013 0.020 0.032 0.055 0.1 0.21 0.4 0.7

2)c(GeV/2Q

x

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

1 2 3
0

0.5
1 2 3

3−10

1−10
1

2)c (GeV/2
hTP

2-)c (GeV/2
hTPdzd
hM2d

+h
−h

 <0.4z0.3< 

Fig. 6: Same as Fig. 5 for 0.3 < z < 0.4.
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Fig. 7: Same as Fig. 5 for 0.4 < z < 0.6.
 
COMPASS Collab., arXiv:1709.07374  

Multidimensional 
binning

See the talk by Michela Chiosso

http://arxiv.org/abs/arXiv:1709.07374


THE ELECTRON-ION COLLIDER PROJECT
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eRHIC Design Concept

• eRHIC is based on the RHIC complex: Storage ring (Yellow Ring), injectors, ion 
sources, infrastructure, which need only relaBvely few modificaBons and 
upgrades

• A (5-18) GeV electron storage ring & its injectors are added to the RHIC 
complex è Ecm = (20-140) GeV

• To minimize risk, the eRHIC design is opBmized under the assumpBon that 
each beam will have the parameters (in parBcular beam-beam tune-shiU) 
that have been demonstrated in collisions in other colliders

• The requirement to store electron beams with a variable spin paWern 
requires an on-energy, spin transparent injector

• The total power of synchrotron radiaBon of the electron beam is assumed to 
be limited to 10 MW. This is a design choice. 

The eRHIC design goal has been adapted to  
reach the upper limit of the EIC White Paper 
luminosity range: L= 1034  cm-2s-1 with strong 
hadron cooling

15

BNL concept JLab concept
JLEIC Design Update (Oct. 2018)

JLEIC Design Update (Oct. 2018) 3

arXiv:1504.07961

2015 2017 2018

Update History

Document
Under development

This Update

Fundamental concept unchanged 
This update:
• Increase √s range 

by increasing ion 
ring dipoles from 
3TÆ6T. 

• Keep the land 
footprint of the 
design the same.

• The luminosity 
performance 
satisfies the 
requirements.

• IR design retains 
high acceptance.

• Polarization 
remains high.

• Relatively small 
design changes 

➤ High luminosity: (1034 cm−2 s−1)
➤ Variable CM energy: 20-100 GeV
➤ Polarized beams
➤ Protons and other nuclei



LHCb FIXED TARGET, INCLUDING POLARIZATION 
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Polarised target

VELO 
and SMOG2

Well consolidated technique 

Design follows the successful HERMES Polarised Gas Target  which ran at HERA 1996 – 
2005, and the follow-up PAX target operational at COSY (FZ Jülich)

!16

PGT experimental set-up

IH (100 % HERMES ABS flow) = 6.5·1016/s by a cell 30 cm long, 1.0 cm i.d., at 100K, with feed tube 10 cm long, 1.0 cm i.d.  
The resulting 100% PGT density is θ = 1.2 · 1014 cm-2  
For the future HL-LHC-25ns, the maximum Luminosity would be up to 8.3· 1032 cm-2 s-1  

https://indico.cern.ch/event/755856/

SMOG2  

not only a 
project itself

R&D

Phase II 
transversely 

polarised H and 
D target

!15

Polarised target

VELO 
and SMOG2

Well consolidated technique 

Design follows the successful HERMES Polarised Gas Target  which ran at HERA 1996 – 
2005, and the follow-up PAX target operational at COSY (FZ Jülich)

!16

PGT experimental set-up

IH (100 % HERMES ABS flow) = 6.5·1016/s by a cell 30 cm long, 1.0 cm i.d., at 100K, with feed tube 10 cm long, 1.0 cm i.d.  
The resulting 100% PGT density is θ = 1.2 · 1014 cm-2  
For the future HL-LHC-25ns, the maximum Luminosity would be up to 8.3· 1032 cm-2 s-1  



ALICE FIXED TARGET
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https://indico.cern.ch/event/755856/

7

Possible target locations and acceptance

Target z = 0

Target z = -2.75 m

Target z = -4.7 m

LHCb, target z = 0

TPC Muon det.

The acceptances of the TPC calculated 
assuming reduced track length (1/3 of the full 
radial track length), which results in |η|<1.5 in 
a collider mode.

Possible fixed-target positioning
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How to identify 
universal proton 

structure properties 
from measured 
kT-dependence? 

What is the 2D 

confined transverse 

motion of quarks and 
gluons inside 


a proton? 

How does 
the confined motion 
change along with 

probing x, Q2? 

How is the motion correlated with  
macroscopic proton properties, as well 

as microscopic parton properties, 
such as the spin? 

Can we extract 
QCD color force 
responsible for 

the confined 
motion?


